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Abstract

Time-domain electromagnetic surveys typically comprise numerous soundings, and any useful interpretation procedure

must be rapid enough to cope with the subsequent large amounts of data. Even though geological targets invariably display a

degree of three-dimensionality, it is often possible to obtain information about their structure from an Earth model

constructed from the results of one-dimensional inversions of each sounding. We derive from this process an approximate

inversion procedure. The observations from all soundings are averaged to generate a representative data-set which is then

inverted using a rigorous one-dimensional algorithm to produce a layered background model. As by-products of the

inversion, the sensitivities for the background model are available, as well as the value of the trade-off parameter in the

objective function being minimized. Model updates, which do not involve re-calculating the full sensitivities, are then

carried out for each sounding. Each update requires only the solution of a small matrix equation, and a few forward

modellings. Two or three updates generally result in a marked decrease in the objective function, and hence an improvement

in the model for that sounding. The technique is illustrated with synthetic data generated from a three-dimensional model,

and with field data collected in Venezuela. The inversion procedure is tailored to produce piecewise-constant models, and to

use a robust measure of data misfit. For the field example, rigorous one-dimensional inversions provide the model for

comparison. The approximate inversion is shown to provide much of the same information, but in a substantially reduced

amount of time. q 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction

A geophysical time-domain electromagnetic
Ž .TEM survey aims to provide information about

the electrical conductivity of the Earth. The
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conductivity in turn provides information about

the composition of the subsurface, for example,

the presence of conductive geological forma-

tions, of groundwater and its salinity, or of

metallic debris.

To distinguish horizontal variations in the

conductivity, a TEM survey will consist of nu-

merous soundings distributed over the area of

interest. A single TEM sounding involves mea-
Žsuring the magnetic field or more usually its
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.rate of change with time associated with the

diffusion and decay of electric currents induced

in the subsurface by the termination of the
Žcurrent flowing in a transmitter loop for a

review of the TEM method in geophysics, see
.Nabighian and Macnae, 1987 .

Ideally, all the soundings in a survey would

be inverted together to produce a three-dimen-

sional model of the Earth. This is not currently

practical because of the large amounts of data

commonly collected in a survey. One must

therefore use short-cuts and approximations to

speed up a multi-dimensional inversion algo-
Ž .rithm e.g., Christensen, 1997 , or fuse together

one-dimensional models obtained from each

sounding. It is the latter option we pursue here.

Performing rigorous one-dimensional inver-

sions of all soundings is quicker than a three-di-

mensional inversion, and results in a faithful

representation of the Earth provided large lateral
Žvariations are not present Newman et al., 1987;

.Auken, 1995 . However, even this approach can

require too much time, meaning that approxima-

tions have to be introduced to the one-dimen-

sional inversions.

A number of rapid interpretation schemes

have been published that generate a one-dimen-

sional model for each sounding. Imaging tech-
Žniques have been proposed e.g., Macnae and

Lamontagne, 1987; Nekut, 1987; Eaton and
.Hohmann, 1989; Fullagar, 1989 that map the

voltage or magnetic field measurements into a

conductivity-depth pseudo-section. Smith et al.
Ž .1994 combine a similar mapping technique

with an approximate inversion procedure, and
Ž .Christensen 1995 has developed an approxi-

mate inversion procedure that uses the Born

approximation and approximations of the

Frechet derivatives. The goal of all these proce-´
dures is to produce a useful image of the sub-

surface in as short a time as possible. Here we

propose a procedure that is also based on ap-

proximate one-dimensional inversions of each

sounding, but which tries to retain many of the

features of a rigorous inversion, and, as such,

balances the need for speed with the desire to

generate an accurate and reliable image of the

subsurface.

We first provide a synopsis of our approxi-

mate inversion procedure, and then describe its

various parts in more detail. We illustrate its

performance by applying it to a synthetic data-

set generated from a simple three-dimensional

model, and to a field data-set collected in

Venezuela.

2. The approximate inversion procedure

The most efficient way of performing a one-

dimensional inversion of every sounding in a

survey would be to start each inversion from a

background model that is a good representation

of the average layered structure of the region.

This should minimize the number of iterations

required to obtain the solution for each sound-

ing, which in turn minimizes the number of

times the sensitivities have to be computed and

forward modellings carried out. It is these two

operations that consume computation time. Go-

ing one stage further, a partial solution involv-

ing only a few judiciously chosen updates to the

background model could be expected to provide

much of the information contained in the com-

plete solution, but at a reduced cost. This argu-

ment forms the basis for the approximate proce-

dure we present here.

The approximate inversion procedure is as

follows. Each stage is described in detail in the

subsequent sections.
Ž .1 The specific forms of the measures of

data misfit and model character that comprise

the objective function must be chosen.
Ž .2 The observations are averaged over all

soundings to create a representative voltage-

vs.-time data-set.
Ž .3 The representative data-set is inverted to

produce a layered background model. The Jaco-
Žbian matrix of sensitivities or Frechet deriva-´

.tives for the background model, and the value

of the trade-off parameter in the objective func-

tion are saved and reused in stage 4.
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Ž .4 For each sounding:
Ž .i compute an update to the background

model, for example, the linearized update or

the AIM update described in this paper;
Ž .ii determine the step length that reduces the

objective function the most, or, if no such

step length can be found, exit this loop and

proceed to the next sounding;
Ž .iii compute the new model, and, if lin-

earized updates are being used, partially re-

compute the sensitivities;
Ž . Ž . Ž .iv repeat i – iii a prescribed number of

times, or until the objective function can no

longer be decreased for the sounding under

consideration.
Ž .5 The one-dimensional models obtained for

each sounding are fused together to produce the

requisite two- or three-dimensional image of the

subsurface, and the misfits obtained for each

sounding during the inversion procedure are

plotted to indicate the confidence one should

have in features present in the image.

2.1. The measures of data misfit and model

character

In the inversion of the representative data-set,

and during the model updates at each sounding,

we strive to minimize the objective function

Fsf m qbf m , 1Ž . Ž . Ž .m d

where m is the vector of model parameters
Žwhich we take to be the logarithms of the layer

.conductivities , f is some measure of modelm

character, f is a measure of data misfit, and bd

is the trade-off parameter that balances their

respective effects. Before the inversion proce-

dure can begin, the specific forms of these two

measures have to be chosen. There are many

possibilities. Constructing f to be a functionm

of the spatial derivatives of the model parame-

ters will result in a model which contains a

minimum amount of structure. Furthermore, if

f is a sum-of-squares measure, or l -norm, am 2

smooth, smeared-out model will be produced,

whereas if f is an l -norm, a blocky, piece-m 1

wise-constant model will result. For f , a sum-d

of-squares measure, or l -norm, is appropriate if2

the noise in the observations is Gaussian: if

outliers are present, a robust measure such as an

l -norm is more suitable.1

2.2. The representatiÕe data-set

The next stage of the approximate inversion

procedure is to obtain a voltage-vs.-time data-set

that is representative of the majority of sound-

ings in the survey, and which will give rise to

an appropriate background model when in-

verted. This data-set must comprise representa-

tive values of the measurement uncertainties
Žwhich are assumed to be available for each

.sounding as well as of the voltages themselves

so that the inversion of this data-set behaves in

a manner similar to an inversion of a typical

sounding. The median values of the voltages at

each time for all soundings are used as the

representative voltages. The representative un-

certainties are given by the median values of the

measurement uncertainties. This gives a truer

reflection of the size of the uncertainty in a

typical sounding than the width of the distribu-

tion of the observed voltages about their median

value.

2.3. One-dimensional inÕersion of the represen-

tatiÕe data-set

We invert the representative data-set using an
Žalgorithm developed previously Farquharson

.and Oldenburg, 1993, 1998 and which we only

summarize here. The Earth is discretized into

several tens of layers, with the logarithms of the

conductivities of the layers being sought in the

inversion while the layer boundaries remain

fixed. The techniques presented in this paper are

applicable to any survey configuration. Here we

consider a rectangular transmitter loop, along

with measurements of the voltage induced in a

horizontal receiver loop located anywhere on

the surface. The inversion proceeds by minimiz-
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Ž .ing the objective function F given in Eq. 1 .

Here we use the l -norm of the first-order1

finite-difference operator applied to m for f ,m
and a Huber M-measure for f . These choicesd

result in a piecewise-constant model and a ro-

bust fit to the observations.

The inverse problem is nonlinear. It is solved

by constructing an iterative procedure in which

a linearized approximation to the full nonlinear

problem is solved at each iteration. At the j-th

iteration the following equation has to be solved

for the new model mŽ j.:

T T T Ž j.W R W qbJ W R W J mz z z d d d

sbJ
T
W
T
R W dobsydŽ jy1.qJmŽ jy1. ,Ž .d d d

2Ž .

where W is the first-order finite-difference op-z

erator, W is the diagonal matrix of the recipro-d

cals of the measurement uncertainties, dobs is

the vector of observations, and dŽ jy1. is the

forward-modelled data for mŽ jy1., the model

from the previous iteration. The matrix J is the

Jacobian matrix of sensitivities with respect to

the logarithm of the layer conductivities, and
Ž jy1. Ž Ž jy1..given by J ss Ed rEs m , wheremn n m n

s Ž jy1. is the conductivity of the n-th layer inn

the model from the previous iteration, and
Ž Ž jy1..Ed rEs m is the sensitivity of the m-thm n

datum with respect to the conductivity of the

n-th layer in that model. When f and f arem d

not l -norm measures, the diagonal matrices R2 z

Žand R are required Farquharson and Olden-d

. Ž j.burg, 1998 . They depend on m , and hence
Ž .Eq. 2 is a nonlinear system of equations.

However, mŽ j. can be obtained using an itera-
Žtively re-weighted least-squares procedure e.g.,

Holland and Welsch, 1977; Gersztenkorn et al.,
. Ž .1986; Ekblom, 1987 . The value of b in Eq. 2

is chosen using a line search so that the misfit is

decreased to either half of what it was after the

previous iteration, or to its target value. Assum-

ing the uncertainties in the representative data-

set are representative of the uncertainties in a

typical sounding, the expected value of the

data-misfit measure could be used as the target

value. However, since the model is to be the

starting point for the model updates for all

soundings, it can be beneficial if a larger target

misfit is used, resulting in a simpler background

model. Some user input is therefore required to

decide the best value for the target misfit.

2.4. Approximate inÕersion for each sounding

Once the background model has been ob-

tained, we return to each sounding and carry out

a few updates to the model. One possible update

is the standard linearized step found within

iterative solutions to nonlinear problems, and
Žanother is an AIM approximate inverse map-

.ping update based on the work of Oldenburg
Ž . Ž .and Ellis 1991 and Li and Oldenburg 1994 .

Ž .The objective function F given in Eq. 1 is

monitored to ensure an improvement over the

background model is obtained. Since sensitivi-

ties are expensive to compute, those for the

background model are reused for all model

updates, although a partial correction is incorpo-

rated for the linearized update. For consistency,

all the soundings are inverted with the same

objective function, using as the value of b its

final value in the inversion of the representative

data-set. This is appropriate if the noise charac-

teristics of the observations, as well as the

subsurface conductivity, do not vary greatly

across the survey.

2.4.1. Linearized updates

The first model update that we consider has

the same form as the step taken at each iteration

in the iterative, linearized inversion of the repre-

sentative data-set. The j-th update in a sequence

of these model updates gives:

mŽ j.smŽ jy1.qa mŽ j. ymŽ jy1. , 3Ž .Ž .trial

Ž j. Ž .where m is the solution to Eq. 2 . Thetrial

Jacobian matrix is partially re-computed for each
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Ž .update: the sensitivities used in Eq. 2 for the

computation of mŽjy1. are given by J strial mn
Ž jy1. Ž b. Ž jy1.s Ed rEs m , where s is the con-n m n n

ductivity of the n-th layer in the model from the
Ž . Ž b.jy1 -th update, and Ed rEs m is the sen-m n

sitivity of the m-th datum with respect to the

conductivity of the n-th layer in the background

model. For each update a number of values of
w xthe step length ag 0,1 are tried, with the

chosen step being the one that decreases the

objective function F by the greatest amount. If

the objective function does not decrease for any

of the step lengths tried, the model obtained

from the previous update remains as the model

for that sounding. The first update is applied to

the background model, that is, mŽ0.smb.

2.4.2. AIM updates

The second model update that we consider is

an AIM update as developed by Oldenburg and
Ž .Ellis 1991 . We provide only a brief qualitative

description here: for a derivation and extensive

discussion of the AIM technique we refer the

reader to the aforementioned paper.

An AIM update essentially tries to counter

the failings of an approximate inverse operator.

The approximate inverse operator we use corre-
Žsponds to the first linearized model update with

.as1 described in Section 2.4.1. This update
Ž1. ˜y1 obs ˜y1w xcan be expressed as m sF d where F

is the approximate inverse operator:

y1T T Ty1 obsF̃ d sb W R W qbJ W R W Jz z z d d d

=J
T
W
T
R W dobsydbqJmb .Ž .d d d

4Ž .

An AIM update to mŽ1. tries to quantify and

remove the discrepancy between this model and

the one that would have resulted had the true

nonlinear inverse operator been used. Suppose

one linearized update has been applied to the

background model to give mŽ1., and that the

corresponding forward-modelled data dŽ1. have

been computed. If the true inverse operator had

been used to obtain mŽ1. instead of the approxi-

mate operator, dŽ1. would be equal to the obser-

vations dobs. The difference between dŽ1. and

dobs is therefore due to the failings of the

approximate operator. Assuming this difference

would be the same for any mŽ1., subtracting it
˜from the observations will produce a vector d

which, when acted upon by the approximate

inverse operator, will give the desired model.

The model resulting from the AIM update is
w ˜y1 ˜ ˜ obs obsw x Žtherefore m sF d where dsd q d

Ž1..yd . See Fig. 1 for a geometrical description

of this process.

Just as for the linearized model update, a
w xnumber of different step lengths ag 0,1 are

actually tried, giving the final model as ms
Ž1. Ž w Ž1..m qa m ym . The chosen step is the

one that results in the largest decrease in the

objective function F . If none of the step lengths

decrease F , mŽ1. is retained as the model for

that sounding.

2.5. Plots of model and misfits

Once the model updates have been carried

out for every sounding, the resulting one-dimen-

sional models can be fused together to produce

the desired two- or three-dimensional image of

the subsurface. Plotting the misfits obtained for

each sounding is also important: this makes it

clear which parts of the image give a good fit to

the observations, which parts do not give such a

Fig. 1. A geometrical representation of the AIM update in

which the new model is given by the approximate inverse
w ˜y1 ˜w xoperator applied to the corrected data: m sF d . F

and Fy1 are the true forward and inverse operators.
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good fit but are nonetheless an improvement

over the background model, and for which parts

the background model could not be bettered.

3. Synthetic example

The first example we present uses synthetic
Ždata generated by Esben Auken personal com-

.munication for the same geometry as model b
Ž .of Auken 1995 , but for a conductive block

within a resistive halfspace. In particular, a

block of 0.1 S my1, whose centre is at a depth

of 40 m and whose extents in the X-, Y- and

Z-directions are 100, 500 and 40 m, respec-

tively, in a halfspace of 0.01 S my1 beneath a

20-m thick layer of 0.0333 S my1. The Ys0
Ž .plane for positive X through this model is

Ž .shown in Fig. 2 a . The voltages at 27 times

from 0.005 to 2 ms at the centre of a 40=40 m

transmitter loop were computed at 13 locations

along the positive X-axis using the integral
Ž .equation program of Newman et al. 1986 . We

then added Gaussian noise that was a combina-

tion of two parts: one whose standard deviation

increased exponentially from 0.5% at the earli-

est time to 10% at the latest time, and one part

which followed the noise model of Munkholm
Ž .and Auken 1996 and whose standard deviation

varied as 0.4V t rt where V is the noise-(M M M

free voltage at the last observation time t . TheM

standard deviations of the added noise were

used as the measurement uncertainties for the

data.

In the inversion of the representative data-set,
Žthe expected value of the misfit equal to 26.4

.given the 27 data was attainable and produced

a reasonable background model. The model pro-
Žduced using one AIM update following an

initial linearized update from the background
.model as described in Section 2.4.2 is shown in

Ž . ŽFig. 2 b . The final model for the sounding at

Xs60 m gives a good indication of what the

background model was since for this sounding

the model changed little from the background

Ž .Fig. 2. a The model from which the synthetic data-set

was created. The conductive block has a total extent of 500

m perpendicular to the page, and is centred beneath the

observation locations. The model is symmetric about Xs0
Ž .m. b The model produced by the approximate inversion

Ž .procedure using an AIM update. c The misfit after the

three stages of the AIM update procedure: the solid line

indicating the misfit for the background model, the open

circles the misfit after the linearized update, and the solid

triangles the misfit after the AIM update. The dotted line

indicates the misfit for the model produced by rigorous
Ž .one-dimensional inversions of each sounding. d The

model produced by the rigorous one-dimensional inver-

sions.

.model. The misfit at each sounding after the

three stages of the approximate inversion proce-
Ždure that is, for the background model, after

the initial linearized update, and after the AIM
. Ž .update are shown in Fig. 2 c . It is clear that

the misfit has been significantly reduced for all

but one sounding. At the apparently aberrant



( )C.G. Farquharson et al.rJournal of Applied Geophysics 42 1999 71–80 77

sounding, the whole objective function F was

in fact decreased. Comparison of the model in
Ž .Fig. 2 b with that used to generate the data

shows that the approximate inversion procedure

has managed to obtain the true two-layered

nature of the model away from the three-dimen-

sional body, and to obtain, rather well, the

shape and extent of this body, and its conductiv-

ity. The excessively high resistivity directly be-

neath the block is an artefact of the assumption

of one-dimensionality, not of the approximate

form of the model updates. No significant im-

provements were made to the model or in the

misfits with further AIM updates. The inversion

to produce the background model required 10

iterations and 25 min on a Sun Ultra 1 worksta-

tion. The sequence of updates applied at each

sounding required 25 s per sounding.

A comparable model was produced using two
Žlinearized updates with a search over the step
.length a for both , although the misfits for the

soundings after these two updates were not
Ž .quite as low as those shown in Fig. 2 c for the

AIM update. The misfits were only marginally

reduced with more linearized updates.
Ž .Included in Fig. 2 panel d is the model

obtained by rigorous one-dimensional inver-

sions of each sounding. The model shown was

produced using an l -norm as a measure of both1

model character and data misfit. The expected

value of misfit could not be obtained for the

first five soundings, but was for the remainder.

The M-measure value of misfit for the final

model at each sounding is shown by the dotted
Ž . Ž .line Fig. 2 c . The model in Fig. 2 d clearly

displays the artefacts resulting from the assump-

tion of one-dimensionality: the increased re-

sistivity beneath the conductive block, the

decreased depth-extent of the block, and a con-

ductive zone extending outwards and down-

wards from the side of the block. Comparison
Ž .with the model in Fig. 2 b , and between the

corresponding values of misfit, shows that the

approximate procedure has produced results very

similar to those of the rigorous one-dimensional

inversions. Equally as good results were ob-

Ž .tained for model b of Auken 1995 in which
Ž y1.the block is resistive 0.01 S m and the

Ž y1.halfspace conductive 0.1 S m .

4. Field example

The second example involves data from a

survey carried out in Venezuela by Placer Dome

Exploration of Vancouver. One of the main

goals of the survey was to determine the thick-

ness of a saprolite layer above Archean base-

ment. One line of 61 soundings was used for

this example. The data were collected using a

5=5 m transmitter loop, and a horizontal re-

ceiver loop offset 20 m along the survey line

from the centre of the transmitter loop. The
Ž .observed voltages are shown in Fig. 3 a . Esti-

mates of the measurement uncertainties were

provided with the voltages.

It was found that a target misfit of 98 in the

inversion of the representative data-set resulted

in a suitable background model: a smaller value

gave a model with too much structure. This

value is also commensurate with the values

attained in rigorous one-dimensional inversions

of each sounding. The model produced using an

AIM update after a linearized update with as1
Ž .is shown in Fig. 3 b . The corresponding for-

Ž .ward-modelled data are shown in Fig. 3 c . The

values of the misfit at the various stages of the

approximate inversion procedure are shown in
Ž .Fig. 3 d . It can be seen that the approximate

procedure has managed to decrease the misfit

for virtually every sounding. As with the syn-

thetic example, two linearized updates gave

misfits almost as low as those shown in Fig.
Ž .3 d for the AIM update, and resulted in a very

similar model.

The model obtained from the one-dimen-

sional inversion of each sounding is shown in
Ž .Fig. 3 e . The forward-modelled data for this

Ž .model are shown in Fig. 3 f , and the misfits

attained at each sounding are shown by the
Ž .dotted line in Fig. 3 d . There is good agree-

ment between the model produced by the ap-
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Ž . Ž .Fig. 3. a The observed voltages for the field example. b The model obtained using the approximate inversion procedure.
Ž . Ž . Ž .Note the vertical exaggeration of 2:1. c The forward-modelled voltages for this model. d The misfit at each sounding

during the approximate inversion process: the solid line and solid circles indicate the misfit for the background model, the

open circles the misfit after the linearized update, and the solid triangles the final misfit after the AIM update. The dotted
Ž . Ž .line is the misfit for the model shown in panel e . e The model produced by fusing together the results of one-dimensional

Ž . Ž .inversions of each sounding. f The forward-modelled voltages for the model in panel e .

proximate inversion procedure and this model:

the continuous surficial layer; the localized, very
Žconductive features the vertical extents of which

have been greatly exaggerated by the one-di-
.mensional nature of the inversion algorithms ;

and the thickness of the saprolite layer in the
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Žleft halves of the models thinning from about

100 m thickness at 21 000 m to 0 m at 21 250
.m . However, some of the features present in

Ž .the right half of Fig. 3 e , notably the structure

within the saprolite layer between 21 900 and
Ž .22 300 m, are absent from Fig. 3 b . The differ-

ence in computation time is significant: 75 min
Ž .to produce the model in Fig. 3 b compared to

Ž .the days required for the model in Fig. 3 e .

5. Discussion

We have presented an approximate inversion

procedure for TEM data that is designed to cope

with the large numbers of soundings typically

collected during a survey. We have tried to

construct an efficient procedure that retains

many of the features of a rigorous inversion

algorithm.

The procedure is considerably quicker than

performing rigorous one-dimensional inversions

of each sounding. The time-savings occur be-

cause only a small number of model updates are

performed for each sounding, the sensitivities

are not re-computed but are approximated by

those for the background model, and a fixed

regularization parameter b is used.

In the linearized model update presented in

Section 2.4.1, the sensitivities required for each

update, which are the sensitivities with respect

to the logarithm of the conductivities, are par-

tially re-computed. This gives a significant im-

provement in the sensitivities because they

depend heavily on the scaling by the layer

conductivities. This enhances the performance

of the linearized updates.

From experience in comparing various ap-

proximate updates, one AIM update, as de-

scribed in Section 2.4.2, often gives the best

results, with the results produced by using two

or three linearized updates almost as good. Per-

forming more updates does not usually give a

significant improvement upon these results. Also

from experience, a step length of as1 or 1r2

most often gives the largest decrease in the

objective function. No more than two or three

step lengths need be tried.

Given the nature of the approximate inver-

sion procedure presented here, it will work best

when the subsurface is predominantly layered:

the representative data-set will then be a good

representation of the observations at each

sounding, and the model updates will be capa-

ble of making the necessary changes to the

background model to fit the observations at

each sounding. However, the procedure also

gives good results when the subsurface is con-

siderably more complicated, as was shown by

the examples in this paper.

The variation in the final values of the data

misfit between soundings makes it clear where

the approximate inversion procedure has done

well, and where it has not done so well. This

indicates which parts of the final image one can

interpret, and which parts are missing features

needed to fit the observations.

Finally, the one part of the procedure that we

feel we have not been able to satisfactorily

address is the choice of the target misfit in the

inversion of the representative data-set. If good

estimates of the uncertainties are known for the

observations at all the soundings, and if the

averaging process gives uncertainties in the rep-

resentative data-set that are good representations

of the uncertainties at the majority of soundings,

then setting the target misfit equal to its ex-

pected value is appropriate. However, if these

provisos are not met, then one has to resort to

trial-and-error to determine the target misfit that

gives a background model that in turn enables

the model updates to perform as well as possi-

ble. This is the one part of the procedure that is

not totally automated.
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