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Temporal Orthogonal Projection Inversion
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Abstract—We present a new approach for inverting time-
domain electromagnetic data to recover the location and magnetic
dipole polarizations of a limited number of buried objects. We
form the multichannel electromagnetic induction (EMI) sensor
data as a spatial–temporal response matrix (STRM). The rows
of the STRM correspond to measurements sampled at different
time channels from one sensor and the columns correspond to
measurements sampled at the same time channel from different
sensors. The singular value decomposition of the STRM produces
the left and right singular vectors that are related to the sensor and
the temporal spaces, respectively. If the effective rank of the STRM
is r, then the first r singular vectors span signal subspaces (SS),
and the remaining singular vectors span the noise subspaces. The
original data are projected onto the SS, and the temporal orthog-
onal projection inversion (TOPI) uses these data in a nonlinear
inverse problem to solve for source locations of the objects. The
polarizations of the targets are then obtained by solving a linear
optimization problem in the original data domain. We present
theoretical and numerical analyses to investigate the singular value
system of the STRM and the sensitivity of the TOPI to the size
of an SS. Only a few subspace vectors are required to generate
locations of the objects. The results are insensitive to the exact
choice of rank, and this differs from usual methods that involve
selecting the number of time channels to be used in the inversion
and carefully estimating associated uncertainties. The proposed
approach is evaluated using the synthetic and real multistatic
EMI data.

Index Terms—Electromagnetic induction (EMI), magnetic
dipole polarization, nonlinear inversion, orthogonal projection,
subspace, unexploded ordnance (UXO).

I. INTRODUCTION

E LECTROMAGNETIC induction (EMI) sensing is a major
survey in environmental remediation of unexploded ord-

nance (UXO) contamination [1]–[29]. Its effective use relies
upon the ability to extract accurate target signatures (e.g., dipo-
lar polarizabilities) from measured data. Those polarizabilities
are subsequently used to discriminate UXO from nonhazardous
clutter [20]–[22].

EMI signal processing is generally cast as a nonlinear
overdetermined inverse problem, where the location of an
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object and its principal polarizations are sought [6]–[8], [12],
[13], [23]–[29]. Data are acquired as a series of transient
responses from an array of sensors. The noise level in the time
channels vary, and later times are often particularly contami-
nated. A quality inversion thus begins with choosing which time
channels should be included in the inversion and providing an
assessment of expected noise. However, this issue has received
little direct attention (see, for example, [6]–[13] for a single ob-
ject case or [23]–[29] multiple objects). The general approach
uses the hypothesis that responses at early time channels likely
have a higher signal-to-noise ratio (SNR) and a simple selection
of early time channels might be empirically set up for one type
of sensor or particular data. If there are a priori estimates of the
unknown sensor noise, one may also choose responses above
a predefined SNR threshold in order to avoid possible adverse
effects of late time noisy measurement on the estimated source
parameters. Overall, however, the quality of the inversion result
from inclusion of noisy data is most likely degraded unless
accurate error estimates are available and proper weighting is
chosen [8], [12], [13], [28].

In this paper, we present a method that is less dependent upon
a priori noise estimates. We first define the spatial–temporal
response matrix (STRM). This is the data matrix whose rows
correspond to measurements at different time channels from
one sensor (i.e., a single transmitter–receiver pair). Namely,
each row is the time-domain decay curve for a particular sensor.
The columns of the STRM are measurements at all sensors
at a single time. The singular value decomposition (SVD) of
this matrix provides a well-defined set of vectors with which
to expand the rows of the STRM. We project the time-domain
decay curves onto a small subspace by keeping only those
vectors associated with larger singular values. A nonlinear
inversion is then carried out in the transformed domain to
find the source locations. The procedure, which we refer to
as temporal orthogonal projection inversion (TOPI), has some
advantages over the usual inversion method. Briefly, the TOPI
uses the concept of subspace to select channels. There is no
involvement of either the empirical selection of channels or a
formidable task of estimating unknown noise. In addition, the
subspace projection has the potential for separating signal from
additive Gaussian noise and thus higher quality and more robust
solutions are obtained in the inverse problem. Most importantly,
the TOPI is insensitive to determining the dimension of the
signal subspace (SS) and is able to recover accurate source
locations using a small number of temporal projections. This
further reduces the size of the inverse problem and speeds
up the convergence. Once good estimates are obtained for the
locations of the targets, their polarizabilities are subsequently
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obtained by solving a linear optimization problem in the origi-
nal data domain.

The remaining parts of this paper are organized as follows. In
Section II, we present the mathematical foundation for working
with data from dipole models and outline our existing nonlinear
inversion algorithm. In Section III, we present the SVD analysis
of the STRM that relates spatial and temporal singular bases to
the physical field quantities and derive our projection inversion
method. In Section IV, we evaluate and discuss the technique
using synthetic and real data recorded by the new-generation
sensor array systems of the Time-domain Electro-Magnetic
multi-sensor Towed Array Detection System (TEMTADS) [32].
Section V gives the conclusion.

II. SIGNAL MODEL

A. Polarizability Tensor and Formulation

For a UXO survey, where the target dimension is often small
relative to the target-sensor distance, the primary fields around
the target can be approximately uniform, and the induced eddy
currents in the target are localized and dominantly produce
dipole responses [33], [34]. As a leading order approximation,
the transient scattering of a metallic object can be well repre-
sented by an equivalent induced dipole. This dipolar dynamic
property is characterized by a 3 × 3 symmetric magnetic
polarizability tensor (MPT) P (t) [1]–[12]

P (t) =

⎡
⎣
p11(t) p12(t) p13(t)
p12(t) p22(t) p23(t)
p13(t) p23(t) p33(t)

⎤
⎦ (1)

where each element pij(t) represents a dipole component in the
ith Cartesian direction due to a primary field in jth Cartesian
direction and where t is time. This polarizability tensor P (t)
has an eigendecomposition as

P (t) =

3∑
j=1

Lj(t)eje
T
j (2)

where ej(j = 1, 2, 3) is the orthonormal eigenvector repre-
senting the jth principal direction of dipolar polarization with
respect to (w.r.t.) a reference system, superscript T denotes
the transpose, and Lj(t) is the principal polarization strength
that is a function of the geometry and material of a target. In
other words, P (t) contains the information about the geometry
and physical properties of a target, as well as its orientation.
For axially symmetric objects, it is generally assumed that
the principal directions are time independent. For an irregular
shape object, the principal directions may vary with time [20].
However, in our inversion development, the assumption of
time-independent principal directions is not critical since we
work directly on the polarizability tensor P (t) at each time
channel rather than with its decomposition form of (2). This
will be evident in the following description.

A typical survey uses multiple transmitter–receiver pairs. We
assume M such pairs and denote the secondary response due to

the ith Tx/Rx pair as di. This can be written in an inner product
form w.r.t. P (t), [1]–[12] as

di (rRxi
, t) = aTi (r, rRxi

, rTxi
)q(t) (3)

where ai(r, rRxi
, rTxi

) is 6 × 1 column vector representing
spatial sensitivities of the ith sensor to the object located at r,
and q(t) a 6 × 1 column vector, whose components are the
elements of the polarizability tensor P (t) of an object. They
are given by [27], [28]

ai (r, rRxi
, rTxi

)=

⎡
⎢⎢⎢⎢⎢⎣

Bx
RB

x
T

Bx
RB

y
T +By

RB
x
T

Bx
RB

z
T +Bz

RB
x
T

By
RB

y
T

By
RB

z
T +Bz

RB
y
T

Bz
RB

z
T

⎤
⎥⎥⎥⎥⎥⎦

q(t)=

⎡
⎢⎢⎢⎢⎢⎣

p11(t)
p12(t)
p13(t)
p22(t)
p23(t)
p33(t)

⎤
⎥⎥⎥⎥⎥⎦

(4)

where [Bx
R By

R Bz
R]

T and [Bx
T By

T Bz
T ]

T are the Cartesian
components of field vectors BR(r, rRxi

) and BT (r, rTxi
) that

are generated at the object’s location by the receiver and trans-
mitter coils.

Assume that η objects are present in response to a given
excitation. By neglecting EMI interaction between the objects
[23]–[29], we model a measurement as a linear superposi-
tion of the signal from each object. That is, di(rRxi

, t) =∑η
k=1 a

T
i (rk, rRxi

, rTxi
)qk(t), where ai(rk, rRxi

, rTxi
) de-

fined in (4) are the spatial sensitivities of the ith sensor to the
kth object located at rk with polarizations qk(t). The observed
EMI responses for M sensors, in the presence of noise, can be
conveniently expressed in a vector–matrix notation

d(t) =

η∑
k=1

A(rk)qk(t) + n(t) (5)

where d(t) = [d1(t), . . . , dM (t)]T is an M × 1 measured data
vector at time t, n(t) is the additive noise vector, and A(rk) is
an M × 6 matrix denoting the sensitivities of the M sensors to
the kth object located at rk. Its transpose is given by

AT (rk) = [a1(rk) . . . aM (rk)] . (6)

The position vectors of the sensor coils are suppressed in (5).
It is understood that the sensor information is subscript indexed
in the recordings and in the sensitivity vectors. Equation (5) is a
generic dipole-based formulation for estimating and recovering
the locations and polarizabilities of EMI anomalies. We note
that for a single time channel of data and for a single object
that we need at least M > 9 in order to have an overdetermined
system. If there are η objects then M > 9η.

B. Two-Step Inversion

Here, we briefly review the sequential inversion algorithm
of TEM data [27], [28] since we use this generic procedure
throughout this paper to solve for locations and polarizations.

In the sequential inversion of η objects, the model parameters
are grouped into two parts: a nonlinear part consisting of
source locations r = vec[r1, . . . , rη] and a linear part consisting
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of source polarizations q(t) = vec[q1(t), . . . ,qη(t)] at time
instant t. Here, vec[·] represents a vectorization operation, i.e.,
stacking all vectors into a single column. The use of notations
r and q should be evident in the context of multiple objects.
Denoting A(r) = [A(r1), . . . , A(rη)] and using (5), we can
write our full problem of determining r and q as a minimization
of the functional given by

min
r,q(tj)

Nt∑
j=1

‖Wj (dobs(tj)−A(r)q(tj))‖2 (7)

where Nt is the number of time channels used during this
nonlinear update, and Wj is a diagonal data weighting matrix
for the data at the selected time tj . This is diagonal matrix
with values equal to 1/εi, where εi is the estimated Gaussian
uncertainty for each datum.

The parameter sets [see (5)] are separable because matrix
A(rk) is independent of source polarizations qk(t). Thus, the
data are a nonlinear functional of location coordinates of the
object and a linear functional of the polarizations. Since the es-
timate of polarizations depends on the unknown locations,
determining the two parameter sets simultaneously can make
the problem more ill posed that requires a careful weighting for
different scale sensitivity submatrices. In addition, it induces
a difficult initial guess of polarizations. Rather, we solve (7)
using a Gauss–Newton approach [35], [36], in which a step for
finding updated target locations involves a linear inversion for
polarizabilities as a subproblem.

At the nth iteration, we are provided with a location estimate
r(n) and polarizations q(n). The linearized data equations, with
a perturbation δr, are

d(r(n)+δr,q(n); tj)=d
(
r(n),q(n); tj

)
+J

(
r(n),q(n); tj

)
δr

(8)

where J(r(n),q(n); tj) = (∂A(r)/∂r)|r(n)q(n)(tj) is the
Jacobian and A(r) is the composite matrix defined in (7).

At each iteration, we minimize

min
δr

Nt∑
j=1

∥∥∥Wj(δd
(n)(tj)− J (n)(tj)δr

∥∥∥

subject to ‖δr‖ < Δ (9)

where δd(n)(tj) = dobs(tj)− d(r(n),q(n); tj) and J (n)(tj) is
the current Jacobian. Δ is a positive scalar used to provide a
local ball, within which δr is allowed to change w.r.t. the current
r(n) [35], [36]. This is generally a highly overdetermined
system. The updated location is

r(n+1) = r(n) + δr. (10)

The polarizations q(n+1)(tj) needed for the next update are
found by minimizing

q(n+1)(tj) = arg min
q(tj)

∥∥∥dobs(tj)−A
(
r(n+1)

)
q(tj)

∥∥∥
2

s.t. pk,ii(t) ≥ 0

|pk,il(t)| ≤
1

2
[pk,ii(t) + pk,ll(t)] , i, l = 1, 2, 3 (11)

where the constraints imposed on the polarizability elements
pij arise from the symmetric positive definite matrix in (1)
[37], [38].

The iterations in (9)–(11) are continued until convergence
criteria are satisfied. This yields a set of final locations r̃k;
polarizations q̃k(k = 1, . . . , η) are obtained by (11) for all
time channels. Note that the solution for qk(t) is solved at
each time channel. The principal directions and polarizations
might be simply obtained by the eigendecomposition of each
individual MPT. There are no numerical restrictions or physical
assumptions that these directions are identical or close to each
other. As suggested in [28], an average principal direction can
be sought across a range of times via a joint diagonalization of
the polarizabiltiy tensors.

It is observed in (9) that the computed source locations
depends upon the responses at Nt selected time channels. The
issue of which time channels to select is the focus of the next
section.

III. METHOD

A. STRM and Its SVD

EMI data are generally acquired with an array of sensors.
Each sensor records data at times t1, . . . , tj . Assuming M
Tx/Rx pairs, we arrange data as

D =

⎡
⎢⎣

d1(t1) · · · d1(tJ )
...

...
...

dM (t1) · · · dM (tJ )

⎤
⎥⎦ . (12)

We call this the STRM. Its rows correspond to responses sam-
pled at different time channels from one transmitter/receiver
pair and its columns to measurements sampled at the same time
channel from different transmitter/receiver combinations. The
STRM can be formed for a static or a dynamic survey with
monostatic or multistatic array configurations.

The SVD [37], [38] of D in (12) is written as

D = UΣV T =

p∑
i=1

σiiuiv
T
i (13)

where p = min(M,J), U = [u1, . . . ,uM ] is an M ×M left
orthonormal matrix, V = [v1, . . . ,vJ ] is a J × J right or-
thonormal matrix, and Σ is an M × J singular value matrix
with elements σii along the diagonal and zeros everywhere else.
If the singular values are ordered so that

σ11 ≥ σ22 ≥ · · ·σpp ≥ 0 (14)

and if the matrix has a rank r < p, then the last singular values
are equal to zero and the SVD of D becomes

D =

r∑
i=1

σiiuiv
T
i . (15)

Equations (13) or (15) hold w.r.t. any ordering of singular
values and singular vectors and sign of each of the column pairs
ui and vi. With the decreasing ordering of singular values, as
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in (14), the SVD is unique up to a sign change of both left and
right singular vectors.

To understand the SVD of D, we relate the triplet
{σii,ui,vi} in (15) to field quantities A and q. It is sufficient
to consider data from a single object as given by (3). Replacing
each entry in (12) with (3), we rewrite (12) as

D = A(r)QT (16)

where A(r) is an M × 6 array response matrix defined in (6).
QT is a 6× J source matrix

QT = [q(t1) · · · q(tJ)] (17)

whose column corresponds to one temporal component of the
dynamic polarizability tensor.

To generate an SVD form of (16), we introduce the two
symmetric matrices [37]

WA = (ATA)
1
2 , WQ = (QTQ)

1
2 . (18)

Using WA and WQ, we transform D in (16) into

D = AW−1
A WAWQ

(
QW−1

Q

)T

. (19)

Setting

UA = AW−1
A , VQ = QW−1

Q , X = WAWQ (20)

taking the SVD of X as X = UXΠV T
X , we write (19) as

D = (UAUX)Π(VQVX)T (21)

where UT
AUA = I and V T

Q VQ = I . Equation (21) is an explicit
form of SVD decomposition of D. The left singular vectors are
the columns of UAUX , and the right singular vectors are the
columns of VQVX . The singular values of D are the diagonal
entries of Π, i.e., the eigenvalues of the square matrix X .

With the previous discussion on the uniqueness of a SVD and
comparing (21) to (15), we have

UAUX,i = ui VQVX,i = vi, i = 1, . . . , r (22)

where UX,i and VX,i represent the ith column of UX and VX .
Equation (22) shows that for σii > 0 the singular vectors ui

are linear combinations of the orthonormalized array Green’s
function matrix UA and form an orthonormal basis spanning
the sensor-target location space, whereas the singular vectors
vi are linear combinations of the orthonormalized polarizability
source matrix VQ and form an orthonormal basis spanning the
temporal space. Both left and right singular vectors contain
information of the target locations and polarizabilities. The
former in principle can be used in MUSIC-like imaging to
estimate target location [30]. However, in this development, our
scope is concentrated on the use of the latter as a basis to project
original temporal responses for inversion. Finally, there is no

direct connection of Π with the principal polarizabilities of Lj .
The eigenvalues of an STRM cannot be simply interpreted as
apparent principal polarizabilities as in the multistatic response
matrix that has measurements taken at one location and requires
a sufficient number of transmitters and receivers [30], [31].

B. Rank of D

From SVD analysis, the data matrix D given in (12) has rank
r ≤ p = min(M,J). However, we also have D = AQT [see
(16)]. From the matrix analysis theory [37], we have rank(D) =
rank(AQT ) ≤ min[rank(A), rank(QT )]. Provided M ≥ 6 and
J ≥ 6 then both rank(A) ≤ 6 and rank(QT ) ≤ 6, this restricts
the maximum rank of D for a single object to 6. Theoretically,
if there are η objects contributing to the data then the maximum
rank is 6η. This is for a general case, where principal directions
might be rotational with time.

For the case that the principal coordinates of the polar-
izability matrix are time independent, QT is controlled by
three parameters Lj . Using (2), we can express QT as QT =
EL where E is a 6 × 3 matrix whose elements are related
to the principal direction vectors ej and L is a 3× J ma-
trix whose elements are the three principal polarizabilties in
J time channels. By applying the rank inequality property,
we have rank(QT ) = rank(EL) ≤ min[rank(E), rank(L)] ≤ 3
provided J ≥ 3. Thus, the maximum rank of Q is 3 if the data
are from a single object. That rank can be reduced to 2 for a
cylindrically symmetrical object that has two distinct principal
polarizabilities, or to rank one for a sphere. In general, if there
are η objects contributing to the data, then the maximum rank
is 3η.

C. Temporal Orthogonal Projection and Inversion

Assuming that the matrix has a rank r, as described in (15),
we group these SVD-constructed orthonormal vectors into the
left and right SS, i.e., Us = [u1, . . . ,ur] and Vs = [v1, . . . ,vr].
The remaining singular vectors, Un = [ur+1, . . . ,uM ] and
Vn = [vr+1, . . . ,vM ], are correspondingly grouped as the left
and right orthonormal noise subspaces (NS).

Next, we project the data onto Vs. Right-multiplying (16)
with submatrix Vs, we have

Ds = A(r)QT
s (23)

where

Ds = DVs (24)

is a projected data matrix of M × r and

QT
s = QTVs (25)

is a projected source matrix of 6× r for a single-object case.
Equation (23) is a temporal orthogonal projection equation,
where the original J time channels are converted into r SS
temporal channels but the sensitivity matrix A remains un-
changed. For numerical implementation of an inversion in the
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Fig. 1. (a) TEMTADS: a single-component multistatic system consisting of a
horizontally arranged coplanar array of 5 × 5 transmitters and receivers. Each
transmitter is 35 cm × 35 cm and each receiver 25 cm × 25 cm. (b) Two sets of
polarizations used for the numerical experiments. The solid and dashed curves
represent polarizations of a 105-mm projectile and a scrap item, respectively.

transformed domain, (23) might be rewritten as a matrix-vector
form for each projected temporal channel i

ds(i) =

η∑
k=1

A(rk)qs,k(i) + ns(i), i = 1, . . . , r (26)

where ds(i) = [ds,1(i), . . . , ds,M (i)]T is an M × 1 projected
data vector at projected channel i, ns(i) is the projected
noise vector. Considering the decomposition of (15) and the
orthonormality of vectors vi, we can see that projected data
ds(i) = σiiui. Namely, σii controls the importance of the ith
normalized channel ui.

Like the original domain (5), the transformed (26) retains
the feature that ds is linear w.r.t. source parameter qs and
nonlinear w.r.t. the locations of objects. Therefore, the same
solution strategy outlined in Section II-B can be applied to (26)
by replacing d and q with ds and qs in (9). The statistics
of the projected noise are difficult to evaluate, but we make
the much-used assumption for now that the noise is Gaussian
and uncorrelated and that each datum has the same standard
deviation. Thus, the data weighting matrix in (9) becomes a
scaled identity matrix. We now proceed with the TOPI where
the r SS projected temporal channels are used to localize
sources via the nonlinear update. Once source locations are
determined, the target polarizabilties are solved as a linear
optimization problem in the original data domain via (11). The
orientation of each object, if desired, can be extracted from
the polarizability tensors, according to the method outlined in
Section II-B [28].

IV. EXPERIMENTS

An important question for the TOPI concerns the size of the
subspace used and the nature of the associated basis vectors.
To illustrate the relationship between the rank and the polar-
izations of an object, and divisions between SS and NS, we
perform experiments using synthetic and real TEMTADS data.
TEMTADS [32] is a single-component multistatic system. It
consists of a horizontally arranged coplanar array of 5 × 5
transmitters and receivers [see Fig. 1(a)]. The sizes of its trans-
mitters and receivers are 35 cm × 35 cm and 25 cm × 25 cm,
respectively. Data are acquired at 115 logarithmically spaced

channels between 0.042 and 24.35 ms. For each transmitter
excitation, TEMTADS records the response at all receivers.
Thus, it has spatial–temporal data of 625 × 115 for a static
(cued) survey. Fig. 1(b) shows the two sets of polarizations
that will be used for the numerical experiments. The solid and
dashed curves represent polarizations of a 105-mm projectile
and a scrap item, respectively. In the following numerical
experiments with TEMTADS, we specify the number, location,
and orientation of the objects and their polarizations. We as-
sume that the principal directions are time independent. Given
these simulation parameters, we are able to calculate sensitivity
matrix A(rk) and form polarization parameter vector qk(t). It
is then straightforward to generate synthetic signals, ranging
from 0.042 to 24.35 ms, in the absence or presence of noise
using (5).

For all inversion experiments either in the original domain
or with the TOPI, we use the multistart strategy to initialize an
inversion(for details see [28]). Briefly, the initialization process
consists of the following:

1) Creating a few hundred (e.g., 300) random trial locations
for η objects within the region of interest.

2) Evaluating these trial locations within a single linear
inversion to generate polarizabilities and rank the trials
according to their achieved misfits.

3) Selecting a few (e.g., 5) distinct trial locations that have
low misfits as starting locations for a nonlinear update.
Among multiple nonlinear solutions, the one with the
smallest misfit is chosen as the set of final locations.

A. Synthetic Single-Object Example

For an experiment with a single object, we consider a
105-mm projectile-like object buried at (0, 0,−0.60) m and
vertically oriented. Fig. 2(a) is a plot of the singular values
versus their indexes for the noise-free case. Two sets of singular
values, calculated from matrices D (denoted as circles) and
X (denoted as crosses) in (20), are shown. The projectile has
circular symmetry and hence, from our earlier analysis, the rank
should be equal to 2. It is observed that there are only two large
singular values and that those of D and X are equal, as they
were shown to be in Section III. This numerically illustrates that
the signal singular values of STRM D are governed by those of
X . The other small nonzero singular values evident in Fig. 2(a)
are a consequence of numerical noise.

To see how additive noise affects the singular values, we
add 3%, 5%, and 10% Gaussian noise to the synthetic data.
As shown in Fig. 2(b)–(d), this noise lifts the small nonzero
singular values to a level that might be comparable to singular
values of signal. In this example, however, the signal singular
values are still distinguishable with 10% noise given the ground
truth and suggest that the rank of D is 2. However, in reality,
the number of targets and their geometries are unknown, there
could be an ambiguity to determine the true rank of D. For
instance, Fig. 2(d) can also suggest that the rank of D is at least
two and a third nonzero singular value might represent signal
singular value that looks likely hidden in the noise.

Additional insight about the rank of the matrix can be
gleaned from the shape of the singular vectors in V . We refer
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Fig. 2. Single-object case. Singular values: (a) noise free; (b) 3% noise; (c) 5% noise; and (d) 10% noise. The first seven and the last two TEVs: (e) noise free
and (f) 10% noise.

to these as temporal eigenvectors (TEVs). Fig. 2(e) shows the
first seven and the last two TEVs in V for noise-free case.
The first two vectors are smooth, and they span the 2-D SS.
The remaining singular vectors, which span the NS, have a ran-
dom behavior. The TEVs for 10% additive noise are shown in
Fig. 2(f). The first two TEVs have almost the same structure as
in the noise-free case but the remaining vectors are substantially
different and are characterized by high frequency fluctuations.
The number of smooth TEVs corresponds to the rank of two.
In this noisy case, the singular vectors that are smooth and
show progressively more zero crossings are more diagnostic in
determining the rank of the D than solely inspecting singular
value distribution.

With the SVD decomposition, and knowledge of the rank
of the matrix, we can generate our SS and NS. To illustrate
the effectiveness of this, we carry out an analysis using 10%
noise. Fig. 3(a)–(c) show the true noise-free decay signals,
the random noise, and the corrupted signals produced at all
625 Tx/Rx pairs. Using the triplets of {σii,ui,vi} derived from
the corrupted signals, we want to reconstruct the noise-free data
using D̃ =

∑2
i=1 σiiuiv

T
i where the rank is 2. The remaining

eigenvalues and eigenvectors can be used to estimate noise as
Ñ =

∑115
i=3 σiiuiv

T
i . As a measure of accuracy, we compute a

relative error defined as δ = ‖Dtrue − D̃‖F /‖Dtrue‖F where
‖ · ‖F denotes the Frobenius norm [38]. Fig. 3(d) shows the
estimated data D̃. By comparing with the noise-free signals
in Fig. 3(a), we observe that the additive noise has been
substantially reduced. The approximation error of δ = 2.5%
is much less than the noise level of 10%. Fig. 3(e) shows the

Fig. 3. Single-object case. For all 625 Tx/Rx pairs. (a) Noise-free decay
signals. (b) Noise (10%). (c) Corrupted signals = (a) + (b). (d) Estimated
signal. (e) Estimated noise.

estimated noise. These results show that the subspace concept
can be a useful tool for separating signal from unwanted
noise.
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Fig. 4. Single-object case. 10% Noise. (a) Original data at 25 receivers with Tx-13 excitation. (b) Projected data at 25 receivers with Tx-13 excitation.
(c), (d) Original and projected data of Tx-13/Rx-4 pair. (e), (f) Original and projected data of Tx-13/Rx-13 pair.

The last item to explore within the decomposition concerns
the projected data. As an example, Fig. 4 shows the data for
Transmitter 13. The projection of these data onto the space
spanned by vectors Vs and Vn is also shown in that figure. The
projected data consist of a few large values that correspond to
the larger singular values and small random values thereafter.
This character is easily understood. The first singular vector v1

is a smoothly decaying single polarity curve. Its character is
similar to the data observed at many Tx/Rx pairs. Hence, the
inner product of that basis with the rows of D generates a large
value. Inner products with other vectors that have additional
zero crossings will yield smaller data values. Eventually, inner
products with highly variable vectors, and especially when
those vectors have increasing amplitudes at larger times, pro-
duce projected data that contain little information and whose
uncertainty greatly exceeds their values.

Let us turn to the TOPI based on (26) for the 10% noise case.
We have determined that the rank of D for this single object
is 2. As such, we now run the TOPI using the two projection
vectors v1 and v2. The inversion returns an almost exact
location r = (0.00,−0.01,−0.60) m. In fact, we can obtain
the same result when we run the TOPI with only v1 or only
v2. Each of these signal vectors contains enough information
to allow recovery of the location. This arises because we have
625 data for each time channel, and hence, the problem is
still overdetermined even with a single time channel of data.
It is important that the vectors chosen for TOPI are signal
vectors or at least the subspace used contains signal vectors.

To illustrate this point, we run the TOPI with the vector v3,
which is a singular vector corresponding to the NS. The TOPI
gives r = (0.61, 1.00,−1.20) m, which is a meaningless result.
Finally, we carry out the inversion using the first three and then
the first five vectors. Both of these inversions, which include
signal vectors plus noise vectors, produce the same results
r = (0.00,−0.00,−0.60) m. Removing v1, we conduct the
TOPI using the two subspaces of [v2,v3] and [v2, . . . ,v5],
respectively. Both the tests still deliver the location at r =
(0.00,−0.01,−0.60) m. The experiments demonstrate that the
TOPI is stable whenever signal vectors are used to project data.
Of course, this still requires that M is large enough so that the
problem is overdetermined.

B. Synthetic Two-Object Example

For a two-object example, we place a shallow object at
r2 = (0.03,−0.01,−0.09) m and a deep object, a 105-mm
projectile, at r1 = (0, 0,−0.60) m. The shallow object is hori-
zontally oriented and the deep object is vertical. This simulates
a practical scenario, where a piece of scrap is often buried at a
shallow depth and a large UXO can penetrate into deep ground.
Both polarizabilities are given in Fig. 1(b). Different levels of
Gaussian noise have been added to the data prior to input into
the SVD. For the noise-free case, Fig. 5(a) shows that both D
and X have the five identical larger singular values. That is the
number of distinct polarizabilities effected from a symmetric
ordnance and a scrap. The remaining singular values of X



1068 IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING, VOL. 53, NO. 2, FEBRUARY 2015

Fig. 5. Two-object case. Singular values: (a) noise free; (b) 3% noise; (c) 5% noise; and (d) 10% noise. The first seven and the last two TEVs: (e) noise free and
(f) 10% noise.

and D, which ideally should be zero, are numerically small. The
first five singular vectors are smooth and progressively display
more zero crossings, whereas the other singular vectors behave
randomly [see Fig. 5(e)]. Based upon these eigencharacteristics,
one can define that the maximal dimension of the SS is 5 in this
case. The rank of D in this case is 5. The situation changes
when noise is added. Corrupting the data with 3%–10% noise
produces singular values shown in Fig. 5(b)–(d). The result
is similar to that with a single object, where the addition of
noise lifts the singular values. The three smaller signal singular
values, observed in the noise-free case, are now buried in
the noise. The ideal SS is also distorted by the noise. The
singular vectors in Fig. 5(f) associated with the three small
signal singular values become oscillatory and behave like noise
eigenvectors. Therefore, in these noisy examples, the effective
rank, or the reduced SS of the data D, is 2 if we determine rank
in terms of the significant singular values and associated smooth
eigenvectors. This experiment illustrates that, in practice, one
should be cautious about inferring the number of objects using
a singular value spectrum.

To test the aforementioned analysis about the singular
values/vectors for the 10% noise case, we first project the
original signals using individual eigenvectors v1, v2, and
v3 and the implement the TOPI, respectively. With v1 pro-
jection, the TOPI returns r1 = (0.00,−0.00,−0.61) m and
r2 = (0.03,−0.01,−0.09) m. With the projected channel at
v2, the TOPI returns r1 = (0.02, 0.02,−0.61) m and r2 =
(0.04,−0.02,−0.08) m. The inverted locations of the objects
in both cases are almost the same and close to the true

values. However, using v3 alone in the TOPI yields r1 =
(0.43,−0.81,−0.72) m and r2 = (0.43,−0.81,−0.72) m.
These are far from the true locations. Referring back to
Fig. 5(f), we see that v3 is a severely contaminated signal vector
in contrast to the noise-free v3 in Fig. 5(e). Thus, the inversion
with v3 might be expected to be worse. The TOPI experiment
demonstrates that the effective rank is 2, and this is consistent
with the singular spectrum analysis. Nevertheless, this effective
rank value cannot be used to infer that there is only a single
object.

Next, we evaluate the TOPI using the channels projected onto
the three subspaces of [v1, . . . ,vj ](j = 2, 5, 10), respectively.
These three subspaces contain the common signal eigenvec-
tors v1 and v2. Not surprisingly, all inversions give almost
exact results at r1 = (0.00,−0.00,−0.61) m and r2 = (0.03,
−0.01,−0.09) m. These tests show that, like the single-object
case, the TOPI is robust to a rank determination or a SS
dimension if signal eigenvectors are included in the projection
process. This numerical property of the TOPI is further illus-
trated in the following experiment.

By including more eigenvectors, we extend the afore-
mentioned tested subspace into [v1, . . . ,v39]. Projecting the
original noisy data onto this subspace, running the TOPI
with the 39 projected channels, we again obtain almost
exact locations at r1 = (0.00,−0.00,−0.61) m and r2 =
(0.03,−0.01,−0.09) m. The time taken to invert with 39
projected time channels was 0.13 min. We now compare these
results with the inversion in the original data domain. The
challenge with working in the original domain is deciding
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how many and which time channels to use. Certainly, late
time channels can be problematic, but it is difficult to de-
cide where to make the cut. Here, we estimated that the
first Nt = 39 time channels with time ranging from t1 =
0.042 ms to t39 = 0.469 ms could be used. With this subset,
the inversion yields r1 = (0.00,−0.01,−0.35) m and r2 =
(0.14,−0.01,−0.02) m, which is a rather poor result; it also
took 1.20 min. It is possible that different choices of time chan-
nels can still produce a good result. For instance, using the first
Nt = 10 time channels produced the good locations at r1 =
(0.00,−0.00,−0.61) m and r2 = (0.03,−0.01,−0.09) m).
In the TOPI, we use all 115 time channels to construct
TEVs. To be comparable to the TOPI, we tested the orig-
inal data domain inversion using Nt = 115 time channels.
The inversion gives r1 = (−0.01,−0.00,−0.45) m and r2 =
(0.03,−0.01,−0.04) m). The inverted horizontal locations of
the two objects are good. However, their inverted depths are
shallower, shifted by −0.15 and −0.05 m as compared with
true ones. It took 1.73 min. Unlike the TOPI, the simple
use of all time channels in an inversion does not provide an
optimal solution. The advantage of the TOPI is that much of
the previous guessing about which time channels to use is
removed, and the inversion with a few signal channels provides
a more robust methodology. We next proceed with a real data
example.

C. Real Data Example

For a real data example, we use the test-pit data collected
over a 105-mm-HEAT (high explosive anti-tank) round. The
length (head to tail) of the ordnance is 650 mm, and its body
diameter is 105 mm. The object was oriented nose down
and centered below the sensor array. The previous study [30]
showed that this large, vertically oriented object is better repre-
sented by a two-object model.

Fig. 6(a) shows the log σii versus their indexes. There is
a long tail of steadily decreasing singular values, which are
indicative of noise. However, in this case, the noise may not
be purely Gaussian and part may arise from the approximate
modeling. There is no clear gap between the large singular
values and the long tail of smaller values. The question of
interest pertains to the rank of the system and the number of
projected channels that should be used in the TOPI.

Suppose we have two objects and assume that principal
directions are independent of time. Then, the maximum r is
six. In addition, it is likely that the deep main part of the object
is axisymmetric, whereas the nearer surface tail end is more
3-D and scrap like. If true, then the maximum rank would be
five. Irrespective an estimate of the rank r can be made by the
“kink” or location of highest curvature, in the singular value-
index space of Fig. 6(a). This yields r = 7, and it is found as
marked with a cross in Fig. 6(a). This number is slightly larger
than r = 5, or 6 assumed using the physics of the problem.

On the other hand, a useable rank can be determined by
examining the TEVs. Fig. 6(b) presents the first seven and the
last two TEVs. The first three TEVs look like signal vectors
seen in the synthetics. They are smooth and characterized by
0, 1, and 2 zero crossings. The remaining TEVs are more

Fig. 6. Test-pit data. (a) Singular values. (b) The first seven and the last
two TEVs.

erratic and are characteristic of noise. From the insight provided
by the TEVs we may infer the dimension of the reduced SS
is r = 3.

Fig. 7(a) shows the original data when Tx-13 was fired [the
center transmitter, see Fig. 1(a)]. The data measured at the
center receivers have large amplitudes and decay smoothly;
data at edge receivers have low amplitude and are noisy. From
Fig. 7(a), it is not straightforward to determine which combina-
tion of receivers and time channels should be used as input to
the inversion.

The projected data are shown in Fig. 7(b). As expected from
our synthetic analysis, the maximum amplitude data are asso-
ciated with the first few singular vectors, and in particular, the
first one. A more detailed look is provided by Fig. 7(c), which
is the recorded data at Rx-1 due to an excitation of Tx-13. The
data fluctuate, and responses at some time channels are larger or
comparable to the responses at their preceding channels. In con-
trast, the projected data in Fig. 7(d) show that the first temporal
channel is roughly 3.1 times as large as the maximum amplitude
of the original signals and is at least around 13 times as strong
as the projected signals at subsequent temporal channels. A
similar phenomenon is observed in Fig. 7(e) and (f), where we
show the recorded and projected data at Rx-13 from Tx-13. In
this case, the projected signal at the first temporal channel is
also about 3.1 times as large as the maximum amplitude of the
original signals and is at least around 78 times strong as the
projected data at subsequent temporal channels. This suggests
that an inversion may be carried out using the projected data
for the first temporal channel. This is further evident if looking
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Fig. 7. Test-pit data. (a) Original data at 25 receivers with Tx-13 excitation. (b) Projected data at 25 receivers with Tx-13 excitation. (c), (d) Original and projected
data of Tx-13/Rx-1 pair. (e), (f) Original and projected data of Tx-13/Rx-13 pair.

back at the singular value spectrum. The amplitudes of singular
values contain the information about the importance of the
eigenvectors. One notices that σ11 is about 18 times larger than
σ22 and it dominates the other singular values.

As aforementioned, the determination of r was analyzed
from the known physics of the problem, singular value distri-
bution, smoothness of the temporal singular vectors, and the
behavior of the projected data. Numbers varied from one to
seven. To further investigate the effects of different choices,
we undertake the following analysis. We first perform the TOPI
with individual vectors vj , j = 1, 2, 3, 4, 5, 6, 7. Table I lists the
inverted locations. Both v1 and v2 produce identical locations
for the large object but estimated depths for the smaller item
differ by 12 cm. When any single vector from v3 onward
is used the location estimates are quite inaccurate. Next, we
test the TOPI using five different subspaces [v1, . . . ,vj ], j =
2, 3, 5, 7, 10 and attain all identical locations. For this real
data example, the TOPI is robust to the selection of projected
channels so long as at least one of the two main singular vectors
are used.

Further investigations can be carried out to observe the
impact of the signal vector v1. We form the following subspaces
by excluding v1, i.e., [v2,v3], [v2, . . . ,v4], [v2, . . . ,v5], and
[v2, . . . ,v7]. The results are summarized in Table I. All sub-
spaces return almost the same location. The situation changes
when the two major signal vectors v1 and v2 are omitted.
When the TOPI is carried out with the subspaces [v3,v4],
[v3, . . . ,v5] and [v3, . . . ,v7] erratic results are obtained for

TABLE I
TOPI WITH SINGLEvjAND VARIOUS SUBSPACES IN THE REAL DATA

EXAMPLE. IN THE TABLE, V1j = [v1, . . . ,vj ], j = 2, 3, 5, 7, 10.
V2j = [v2, . . . ,vj ], j = 3, 4, 5, 7

r1 but r2 are consistently estimated. We conclude that the
signal vectors associated with the two large singular values have
information about both shallow and deep objects, whereas the
next few vectors have information primarily about the shallow
object.

Overall, the aforementioned tests show that the inclusion of
the signal vectors [v1,v2] is sufficient to recover the locations
via the TOPI. This is consistent with observations in the nu-
merical experiments. The TOPI-recovered polarizabilities are
given in Fig. 8(a) and (b) for r = 1, 7, where the red curves
represent the known polarizabilities of the 105-mm projectile,
and the blue and black curves represent the recovered ones.
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Fig. 8. Recovered polarizabilities from test-pit data. TOPI: (a) 1 TEV, (b) 7 TEVs. Inversion of original data with time channels of: (c) 115, (d) 51, (e) 16, and
(f) 13. On the polarization plots, the red curves represent the known polarizabilities of 105-mm projectile and the blue and black the recovered ones.

To test the sensitivity of inversions to the selection of time
channels in the original domain, we invert responses from
different subsets of time channels. Generally, responses at early
time channels are less prone to be noisy but the choice of
the latest time to be used is difficult to assess. Here, we use
responses from the first 51, 16, and 13 channels (i.e., Nt =
51, 16, 13), respectively. The first time channel is 0.042 ms and
the last is, respectively 0.89, 0.124, and 0.101 ms. Similar to
the two-object synthetic case, we also present the inversion
with Nt = 115 time channels that are used in constructing the
TOPI. Fig. 8(c)–(f) present the associated inversion results of
the recovered locations and polarizabilities. Using Nt = 115,
51 or 16 produces less accurate results and there is substantial
difference between Nt = 16 and Nt = 13. Likely, the noise
is starting to become significant in that range [see Fig. 8(d)
and (e)]. The result of Nt = 115 is somewhat better than those
of Nt = 51 or 16 but is not optimal. In contrast, the TOPI is not
sensitive to the subspace-based channel selection. In this exam-
ple, the effective rank, based upon the shape of the TEVs, is
estimated to be three. The TOPI returns almost identical results
for inversions with rank r = 1, 2, 3, 5, 7, 10. This parallels the
results obtained in synthetic experiments. This suggests that the
new algorithm is much more robust w.r.t. the inclusion of noise
vectors and has greater potential for providing a stable correct
result [e.g., Fig. 8(a) and (b)].

V. CONCLUSION

We have considered the problem of inverting multiple time
channel TEM data. Tests showed that the accuracy of source
localization via a traditional nonlinear inversion can be criti-
cally dependent upon the selected time channels. To address
this problem, we propose a TOPI method that circumvents
either the manual choice of which channels to select or the
difficult task of estimating the unknown noise. The method

has four steps: 1) perform the SVD of the STRM; 2) project
the STRM onto the temporal SS matrix; 3) compute source
locations in the projected temporal domain; and 4) obtain target
polarizabilities in the original data domain. A key step in
the method is to determine the number r of temporal signal
vectors used for projection. Information about r can be obtained
from the spectrum of singular values, from the shape of the
TEVs, from the values of the projected data, and from the
fundamental physics of the problem. One feature that seems
particularly diagnostic is the shape of the TEVs. Specifically,
signal eigenvectors are smooth and have only a few polarity
changes, with generally one additional zero crossing per unit
increase in rank. Noise eigenvectors are oscillatory and have
a random behavior. As a result, the projected TEM responses
are associated with a few early temporal indexes, and the
transformed responses are suppressed at subsequent channels.
Therefore, the oscillating properties of the TEVs or highly
compressed projected responses make the selection of projected
temporal channels easy. Moreover, tests show that the TOPI
returns almost the same result with various r values whenever
signal vectors are included. In other words, the TOPI is robust to
the size of a SS. In contrast, the usual inversion in the original
domain is sensitive to channel selection and can derive poor
results in case of inappropriate selection.

In comparison with the standard nonlinear inversion method
implemented in original time-channel domain, the TOPI can
be a potentially practical tool that is not only computationally
efficient but also is able to produces more accurate results since
a substantial portion of the noise in the data is automatically
winnowed from the analysis.
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