A framework for the upscaling of the electrical conductivity in the quasi-static Maxwell’s equations
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Abstract

Electromagnetic simulations of complex geologic settings are computationally expensive. One reason for this is the fact that a fine mesh is required to accurately discretize the electrical conductivity model of a given setting. This conductivity model may vary over several orders of magnitude and these variations can occur over a large range of length scales. Using a very fine mesh for the discretization of this setting leads to the necessity to solve a large system of equations that is often difficult to deal with. To keep the simulations computationally tractable, coarse meshes are often employed for the discretization of the model. Such coarse meshes typically fail to capture the fine-scale variations in the conductivity model resulting in inaccuracies in the predicted data. In this work, we introduce a framework for constructing a coarse-mesh or upscaled conductivity model based on a prescribed fine-mesh model. Rather than using analytical expressions, we opt to pose upscaling as a parameter estimation problem. By solving an optimization problem, we obtain a coarse-mesh conductivity model. The optimization criterion can be tailored to the survey setting in order to produce coarse models that accurately reproduce the predicted data generated on the fine mesh. This allows us to upscale arbitrary conductivity structures, as well as to better understand the meaning of the upscaled quantity. We use 1D and 3D examples to demonstrate that the proposed framework is able to emulate the behavior of the heterogeneity in the fine-mesh conductivity model, and to produce an accurate description of the desired predicted data obtained by using a coarse mesh in the simulation process.

1. Introduction

Forward modeling of quasi-static Electromagnetic (EM) responses – fields and fluxes – significantly enhances our understanding of how variations in electrical conductivity impact EM data [1,2]. As a consequence, tools to simulate EM responses have been extensively used in a variety of scenarios, including medical applications [3], and geophysical applications such as mineral and hydrocarbon exploration, groundwater monitoring, and geotechnical and environmental investigations (cf. [4–6]). Our particular interest is in the simulation of quasi-static EM responses over highly heterogeneous geologic settings, which are typically computationally expensive problems [2,7]. Robust and accurate simulations of such settings require very fine meshes that are difficult, if not impossible, to work with as they translate into solving huge systems of equations (often on the order of tens of millions or even billions of unknowns). The simulation’s cost is mainly due
to the fact that the mesh must accurately capture the conductivity structures, which vary over a range of length scales and over several orders of magnitude. In terms of length-scales, the simulation domain may be on the order of tens of kilometers, topographic features may extend over several kilometers, the survey area may extend hundreds of meters, while geologic layers may vary on the scale of meters. The conductivity of geologic materials varies over more than ten orders of magnitude [8]. This may result in areas with high conductivity contrasts in the geologic settings. All of these variations influence the behavior of the EM responses and must therefore be captured in the simulation; typically this is accomplished by using a very fine mesh.

Computational limitations often restrict EM simulations to a mesh that is coarser than the smallest length scale of significant features present in the geologic setting, therefore yielding inaccurate EM responses [9,10]. Approaches to overcome the computational cost coarsen the mesh using adaptive, locally refined, or semi-structured meshes (cf. [11–15]). These approaches have successfully produced accurate approximations to the EM responses at an affordable cost for some problems. However, these approaches face one major issue: the mesh must still capture the spatial distribution of the conductivity both inside and outside the region where we sample the EM responses to create data, thus restricting their ability to reduce the size of the system of equations to be solved.

Alternatively, upscaling or homogenization techniques seek to reduce the size of the system of equations to be solved by constructing upscaled, homogenized or effective physical properties of the geologic medium, which are then used for simulation on a coarse mesh [16]. These techniques have been extensively studied in the field of modeling flow in heterogeneous porous media, where they have been successfully used to drastically reduce the size of the system to be solved while producing accurate numerical solutions [16–21]. Recognizing the success that upscaling techniques have had in fluid flow applications, we extend their use for application in EM modeling.

Currently, the upscaling literature can be grouped in two main categories: analytical and numerical methods. Analytical methods use averages to derive closed-form expressions for the upscaled partial differential equation (PDE) coefficients. They can be effective approaches when certain structural information of the medium to be homogenized is assumed. The work in [16,18,19,22–24] provides an overview of this type of analytical upscaling methods for application in simulating flow in porous media. Similar closed-form expressions can be obtained using effective medium theory, such as Archie’s law which is used to homogenize the electrical conductivity of random heterogeneous materials (cf. [23–27]). These analytical and semi-analytical approaches have the advantage of being simple and affordable to compute; however, they are limited in the types of geologic media they can accurately describe. In contrast, numerical upscaling methods can handle more complex geologic media and they have proven to achieve accurate solutions comparable to those using traditional discretization methods, such as Finite Element (FE) or Finite Volume (FV), on the fine mesh. For applications in the field of simulation fluid flow in porous media see [17–21] and references within.

The purpose of this paper is to introduce a numerical framework to construct upscaled (coarse-mesh) electrical conductivity models of complex geologic settings for the quasi-static frequency domain EM problem. We tackle the problem of numerically constructing upscaled quantities in a manner that is fundamentally different than traditionally applied upscaling techniques, such as average-based techniques. Those upscaling techniques do not consider the connection between the particular EM experiment configuration and the type of EM responses that the experiment produces, whereas this connection forms the basis of the formulation for the upscaling problem we propose. We formulate upscaling as a parameter estimation problem. The proposed formulation has the following advantages. First, it allows us to develop an application-specific framework for constructing coarse conductivity models. Such coarse models aim to accurately reproduce the fine-scale EM responses by using a user-defined optimization criterion. Second, it emphasizes the fact that there is no unique upscaled conductivity for different EM experiment configurations. We will demonstrate this in Sections 3 and 5, where we show that using different frequencies in the experiment yields different upscaled conductivities, and similarly, different experiments result in different upscaled conductivities. Third, it can be tailored to construct either an isotropic or a fully anisotropic upscaled conductivity model depending on the context in which the upscaled quantity is to be used. That is, the framework is able to upscale arbitrary electrical conductivity structures. This framework can be used to reduce the computational cost of EM forward modeling and to explore how local, small-scale conductivity variations affect the resulting EM responses. To the best of our knowledge, the type of upscaling approach we propose has not been developed for Maxwell’s equations within any other context.

The proposed approach assumes a user-defined coarse mesh and a prescribed conductivity model discretized on a fine mesh, where the fine mesh sufficiently captures the significant conductivity variations present in the model. A discrete parameter estimation problem is then formulated and solved on each coarse-mesh cell, yielding an upscaled conductivity quantity per coarse cell. The aim is to construct upscaled quantities that emulate the effect of the fine-mesh conductivity inside each coarse cell on the EM responses of interest. The upscaled conductivities are then assembled in a coarse-mesh electrical conductivity model that can be used for simulation. We demonstrate the performance of the proposed upscaling framework using two examples and we compare it with traditional discretization techniques and other average-based upscaling procedures.

The paper is organized as follows. In Section 2, we introduce the governing equations and formulate upscaling as a parameter estimation problem. In Section 3, we detail the upscaling method on a 1D example using well-log data. In Section 4, a numerical upscaling framework in 3D is proposed. In Section 5, numerical results for a representative synthetic 3D geologic case study over a mineral deposit are presented. Finally, in Section 6 we discuss our findings and conclude the paper.
Fig. 1. Upscaling process. Maxwell’s equations are solved over the domain $\Omega$, where the electrical conductivity can vary over multiple length scales; the finest scale over which the conductivity varies defines the size of the mesh on which the model is discretized. The goal is to upscale the conductivity inside a subregion $\Omega_{up}$ of $\Omega$ in order to construct a coarse-scale electrical conductivity model suitable for computation.

2. An upscaling framework

This section introduces the mathematical framework that poses upscaling as a parameter estimation problem. The EM problem is governed by Maxwell’s equations. Here, we consider the quasi-static Maxwell’s equations in the frequency domain

$$\nabla \times \vec{E}^f + i\omega \vec{B}^f = \vec{0}, \quad \nabla \times (\mu^{-1} \vec{B}^f) - \Sigma^f (\vec{x}) \vec{E}^f = \vec{s}; \quad \vec{x} \in \Omega \subset \mathbb{R}^3,$$

(1)

where $\Omega$ is the domain, $\vec{E}^f$ is the electric field, $\vec{B}^f$ is the magnetic flux, $\vec{s}$ is the source term, $\omega$ is the angular frequency, $\mu$ is the magnetic permeability, and $\Sigma^f$ is a symmetric positive definite (SPD) tensor that represents the heterogeneous electrical conductivity. The superscript $f$ refers to the fine scale, that is, the smallest scale (smallest spatial wavelength) over which the electrical conductivity varies significantly and that requires a fine mesh to be discretized on (Fig. 1).

The PDE system (1) is typically completed with the natural boundary conditions

$$\mu^{-1} \vec{B}^f \times \vec{n} = \vec{0},$$

(2)

where $\vec{n}$ denotes the unit outward-pointing normal vector to the boundary $\partial \Omega$ of $\Omega$. More general boundary conditions can be imposed as in [28]; however, for the sake of simplicity, we limit the discussion to the boundary conditions (2).

Now, we are interested in solving numerically Maxwell’s equations (1)–(2) for highly heterogeneous geologic settings, where the heterogeneities may vary over multiple length scales. Since the conductivity is heterogeneous, possibly over a fine scale, a fine mesh is required for accurate simulations. This leads to a large system of equations to be solved, making the simulation computationally expensive, or even intractable. One remedy to this problem is to replace the fine-scale conductivity structure, $\Sigma^f$, with a coarse-scale one, $\Sigma^c$. Given a $\Sigma^c$ that varies more slowly than $\Sigma^f$, Maxwell’s equations can be discretized on a much coarser mesh, thus reducing the cost of the simulation. The process of obtaining $\Sigma^c$ from $\Sigma^f$ is referred to as homogenization or upscaling (Fig. 1).

Note that we cannot simply replace the fine mesh with a coarse mesh in the simulation procedure. Defining a coarse mesh would necessarily require that several fine-mesh cells be captured in a single coarse-mesh cell (see central part of Fig. 1). As a result, a single coarse cell may contain a heterogeneous fine-scale conductivity structure, meaning that the EM responses within this cell may be non-smooth. Using a standard discretization technique (e.g. FE or FV) in this case will produce inaccurate approximations to the EM responses; such techniques assume a certain degree of smoothness in the function to be discretized. To avoid this complication when replacing the fine mesh with a coarse mesh, we need to homogenize the fine-scale conductivity inside the coarse cells. That is, for each coarse cell, we need to assign a representative quantity for the heterogeneous, fine-scale conductivity contained in it. Doing so, we ensure smoothness in the resulting EM responses inside each cell.

To derive a framework for the construction of $\Sigma^c$, we first consider the quasi-static Maxwell’s equations on the coarse scale

$$\nabla \times \vec{E}^c + i\omega \vec{B}^c = \vec{0}, \quad \nabla \times (\mu^{-1} \vec{B}^c) - \Sigma^c \vec{E}^c = \vec{s};$$

(3)
where \( \vec{E}^c, \vec{B}^c, \vec{S}, \omega, \mu \) are defined analogously as in (1). The superscript \( c \) denotes dependency on the coarse scale, and the coarse-scale conductivity model is defined as follows

\[
\Sigma^c(\vec{x}; \sigma_{\text{up}}) = \begin{cases} 
\sigma_{\text{up}}, & \text{if } \vec{x} \in \Omega_{\text{up}} \\
\Sigma(\vec{x}), & \text{otherwise}
\end{cases}
\] (4)

where \( \Omega_{\text{up}} \subseteq \Omega \) is an upscaling region where we aim to homogenize the fine-scale conductivity (Fig. 1), and \( \sigma_{\text{up}} \) is an upscaled electrical conductivity that aims to capture the effect of the fine-scale conductivity inside \( \Omega_{\text{up}} \) on the EM responses. In this framework, the definition of \( \sigma_{\text{up}} \) depends on the context of a simulation. For example, \( \sigma_{\text{up}} \) may be given by a positive scalar, a real or even a complex tensor, depending on the complexity and aim of the simulation. We explore this idea further through examples in Sections 3 and 5.

To simplify the presentation, we rewrite the fine-scale system (1) and the coarse-scale system (3) as

\[
\mathcal{M}(\Sigma^c(\vec{x}))\vec{u}^f = \vec{q} \quad \text{and} \quad \mathcal{M}(\Sigma^c(\vec{x}; \sigma_{\text{up}}))\vec{u}^c = \vec{q},
\] (5)

respectively. Here, \( \mathcal{M} \) represents the Maxwell operator, \( \vec{u}^f = (\vec{B}^f, \vec{E}^f)^\top \) and \( \vec{u}^c = (\vec{B}^c, \vec{E}^c)^\top \) represent the fine-scale and coarse-scale EM responses, respectively; and \( \vec{q} \) encompasses the corresponding sources and boundary conditions (2). The fine-scale and coarse-scale EM responses are obtained by inverting the Maxwell operator, that is,

\[
\vec{u}^f(\Sigma^c(\vec{x})) = \mathcal{M}^{-1}(\Sigma^c(\vec{x}))\vec{q} \quad \text{and} \quad \vec{u}^c(\Sigma^c(\vec{x}; \sigma_{\text{up}})) = \mathcal{M}^{-1}(\Sigma^c(\vec{x}; \sigma_{\text{up}}))\vec{q}.
\] (6)

As previously stated, the constructed \( \Sigma^c \) should be able to produce similar EM responses to the ones produced by \( \Sigma^f \). We are typically interested in accurately simulating EM responses at certain locations within the simulation domain to produce predicted data at the receiver locations. The simulated EM data at the receiver locations can be expressed as the action of a linear functional, \( \mathcal{P} \), on the fine-scale and coarse-scale EM responses as follows

\[
d^f(\Sigma^c(\vec{x})) = \mathcal{P}\vec{u}^f(\Sigma^c(\vec{x})) \quad \text{and} \quad d^c(\Sigma^c(\vec{x}; \sigma_{\text{up}})) = \mathcal{P}\vec{u}^c(\Sigma^c(\vec{x}; \sigma_{\text{up}})).
\] (7)

Throughout this work, we refer to \( d^f \) and \( d^c \), as computed in (7), as the fine-scale and coarse-scale EM data, respectively. Note that when \( \mathcal{P} \) equals the identity operator, (7) returns the EM responses in the entire simulation domain \( \Omega \).

To conclude the construction of \( \Sigma^c \), we need to define a criterion for choosing the ‘best’ upscaled conductivity \( \sigma_{\text{up}} \) in the region \( \Omega_{\text{up}} \). That is, we require a criterion able to construct a \( \sigma_{\text{up}} \) such that the coarse-scale data and the fine-scale data are similar. We therefore propose the following definition:

**Definition 1.** Let \( \Sigma^f \) be the fine-scale electrical conductivity and let \( \vec{u}^f \), given by (6), be the resulting fine-scale EM responses (i.e., electric field and magnetic flux) for a given angular frequency \( \omega \) and source (including boundary conditions) \( \vec{q} \). Let \( d^f \) and \( d^c \), be some predicted fine and coarse-scale EM data as defined in (7), then the upscaled electrical conductivity in the region \( \Omega_{\text{up}} \), denoted as \( \sigma_{\text{up}} \), is defined as the solution of the following parameter estimation problem

\[
\sigma_{\text{up}}^* = \arg \min_{\sigma_{\text{up}}} c(\sigma_{\text{up}}) = \frac{1}{2}\left\| d^f(\Sigma^c(\vec{x}; \sigma_{\text{up}})) - d^c(\Sigma^f(\vec{x})) \right\|_2^2.
\] (8)

We refer to \( c(\sigma_{\text{up}}) \) as the upscaling criterion.

The proposed upsampling definition may look rather involved at first; however, an analogy can be drawn from the computation of an apparent conductivity in a Direct Current (DC) resistivity experiment. Although it would not be used for the purposes of simulation, the apparent conductivity can be considered as an upscaled quantity: for a given electrode geometry, the apparent conductivity is the homogeneous half-space conductivity that produces a response that is equivalent to the one observed. Within this upsampling context, the apparent conductivity corresponds to the quantity \( \sigma_{\text{app}} \), \( \Omega_{\text{app}} \) is the homogeneous earth (in this case, \( \Omega_{\text{up}} = \Omega \)), \( \vec{q} \) are the sources, \( \vec{u} \) are the potentials, \( \mathcal{P} \) projects the fields onto the receiving electrode locations, and the data \( d^f \) and \( d^c \) are the measured voltages.

One aspect of definition (8) is that the upsampling region \( \Omega_{\text{up}} \) can be defined so that it takes into account the surrounding conductivity structure. That is, it corresponds to an ‘in situ’ sampling of the electrical conductivity. This is demonstrated in the examples included in Sections 3 and 5.

Another aspect of (8) is that the context of the simulation is considered in the construction of the upscaled quantity, both through the definition of source term and boundary conditions \( \vec{q} \), and choice of data of interest \( d^f, d^c \). For instance, the data of interest can be chosen among the electric or magnetic field or flux, or some combination of them. Additionally, the upscaled conductivity can be defined as isotropic or anisotropic, depending on the complexity of the setting and required accuracy of the coarse-scale simulation. Furthermore, the upscaled criterion, \( c(\sigma_{\text{up}}) \), need not be based on least squares. The flexibility of the definition (8) allows it to be adapted depending on the expected complexity and intended use of the upscaled model. All of these features provide a user-defined, application-specific framework.

Having an application-specific framework is important because it accounts for the fact that there is no unique upscaled conductivity suitable for all simulation contexts. Indeed, constructing a different upscaling criterion by changing the data simulated or sources used to excite the system typically leads to a different upscaled conductivity. The experiments we show
in Sections 3 and 5 demonstrate that by changing the frequency of the survey, it is possible to obtain different upscaled conductivity quantities. Although non-intuitive, different survey configurations have different sensitivity functions and sample the earth differently. Thus, the impact of heterogeneous conductivities may differ from experiment to experiment. This same effect can be observed when considering DC resistivity surveys; for instance an apparent conductivity computed from a pole–dipole survey may be different than for a dipole–pole survey. We claim that definition (8) offers insights into the upsampling process. For example, it can explain why two different EM surveys that are conducted above the same area yield to different (upscaled) conductivities.

In the next sections we discuss the upsampling procedures in 1D and 3D.

3. Numerical upscaling in 1D

To demonstrate the use of the proposed upsampling framework, we begin with a 1D example. Our goal is to generate coarse-scale approximations of a well log electrical conductivity model for both a single frequency and a multi-frequency airborne loop–loop survey. Well log data have high resolution, with samples every few centimeters. However, if these conductivity models are to be used for earth-scale simulations or inversions, coarse-scale conductivity models, defined on the order of meters, are needed. In most practical applications, log data is simply averaged to obtain a homogenized conductivity, but as we see next, this may lead to serious errors.

In this case study, we solve the parameter estimation problem defined in (8) numerically. To do so, we use the discretize-then-optimize approach [29], thus we require both a careful discretization and an appropriate optimization method to solve the discrete version of (8).

We use a fine-scale conductivity model, \( \Sigma_f \), given by an induction resistivity log from the McMurray/Wabiskaw Oil Sands deposit well log public database [30]. The McMurray formation is located in Northern Alberta, Canada, and the log used is shown in Fig. 2(a). Observe that the interval over which data were recorded is 80 m, thus we take this as the simulation domain, i.e., \( \Omega = [0, 80] \) m. In addition, observe that the electrical conductivity ranges over four orders of magnitude. The log chosen has 320 measurements total, with a measurement taken every 25 cm. Hence, we defined a uniform fine mesh whose thickness is consistent with this scale.

The first example uses an airborne survey configuration, with a frequency of 300 Hz and a horizontal coplanar arrangement for the source receiver-pair. The geometry of measurement system used is taken from a standard Fugro survey. The source–receiver pair is located at a height of 40 m above the earth’s surface and has a separation of 8.1 m. The source produces a magnetic field, which induces currents in the earth, producing secondary magnetic fields (H-field), which we measure at the receiver.

To construct a coarse-scale conductivity model that varies on the meter scale using the proposed upsampling framework, we need to choose: (a) a suitable coarse mesh, (b) the type of upscaled quantity to be constructed, and (c) an upsampling criterion.

For the coarse mesh, we consider a uniform mesh nested in the fine mesh with 10 m thickness for each coarse layer. Hence, inside the simulation domain we have eight coarse layers, where each of them contains a large range of fine-scale conductivity variation to be upscaled, see Fig. 2(a). The set of eight upscaled conductivities will form the discrete coarse-mesh conductivity model.

We assumed the upscaled conductivity inside each coarse layer is given by a real positive scalar. In practice, this assumption is made when the resulting coarse-mesh conductivity model is to be used in a code that only handles isotropic variation of the conductivity. A more general assumption is to consider the upscaled conductivity to be a tensor; however, this would require the forward modeling software to be capable of incorporating anisotropy, which is not always the case. We will elaborate further on 3D cases which incorporate anisotropy in Sections 4 and 5.

We are interested in simulating the behavior of the H-field at the receiver location, hence we take this as the EM data to be matched in the upsampling criterion (8). By doing so, we have specified the source term (including boundary conditions) and the data of interest; these define the necessary elements of the upsampling criterion for this example.

We solve the discrete version of the parameter estimation problem (8) for each coarse layer separately. This yields the desired coarse-mesh conductivity model, which is shown with a red solid line in Fig. 2(b).

To compare our method to other 1D average-based upsampling methods, coarse-mesh conductivity models were constructed using arithmetic, geometric and harmonic averaging of the fine-mesh conductivity inside each coarse layer. The resulting coarse-mesh conductivity models are shown in Fig. 2(b). Observe that the coarse-mesh conductivity model produced by the proposed upsampling procedure does not resemble an arithmetic, geometric or a harmonic average. Rather than using the simple, context-independent averages (arithmetic, geometric or harmonic), the upsampling procedure accounts for the context of the simulation; it accounts for the source and surrounding conductivity structures in the construction of a homogenized quantity. Therefore, the proposed method gives an optimal in situ prediction of the upscaled quantity, as defined in (8), that is fundamentally different from the one given by the other average-based homogenization methods presented.

To judge the quality of the various coarse-mesh conductivity models, we used each of them to forward model an H-field datum at the receiver location using the EM1DFM code on the coarse mesh. The EM1DFM code is based on the matrix propagation approach [31]. Table 1 shows the magnitude of the resulting H-field datum for each of the coarse-mesh models described, and the magnitude of the H-field datum obtained by forward modeling using the fine-mesh conductivity
Fig. 2. Induction resistivity log: AA-05-01-096-11w4-0 from the McMurray/Wabiskaw Oil Sands deposit well log database. (a) Discrete fine-scale conductivity model. Each diamond represents a conductivity value on a uniform fine mesh of thickness 25 cm. Each straight line represents a coarse layer of a uniform mesh of thickness 10 m. The setup considers 320 fine layers and 8 coarse layers. (b) Resulting coarse-mesh conductivity models after applying four upscaling procedures: 1D numerical upscaling procedure (red solid line), and arithmetic (green dot line), geometric (magenta dot dash line), and harmonic (blue dash line) averages. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Table 1
Magnitude of the magnetic field (H-field) datum and relative errors resulting from forward modeling using the fine-mesh and four coarse-mesh conductivity models. Note: % denotes percentage of primary field.

<table>
<thead>
<tr>
<th>Conductivity model</th>
<th>Magnitude of H-field (%)</th>
<th>Relative error (%)</th>
<th>Number of layers in mesh</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fine</td>
<td>0.0549</td>
<td>–</td>
<td>320</td>
</tr>
<tr>
<td>Arithmetic</td>
<td>0.0467</td>
<td>14.85</td>
<td>8</td>
</tr>
<tr>
<td>Geometric</td>
<td>0.0102</td>
<td>82.15</td>
<td>8</td>
</tr>
<tr>
<td>Harmonic</td>
<td>0.0042</td>
<td>92.64</td>
<td>8</td>
</tr>
<tr>
<td>Upscaled</td>
<td>0.0535</td>
<td>6.29</td>
<td>8</td>
</tr>
</tbody>
</table>

model. The results in Table 1 demonstrate that the proposed upscaling formulation constructed an optimal coarse-mesh conductivity model, in the sense of Eq. (8), for the airborne survey configuration given, as it yields the smallest relative error in the approximation of the H-field datum of interest. The relative error is computed as the ratio of the absolute value of the difference in magnitude of the fine and coarse-mesh datum to the absolute value of the fine-mesh datum in magnitude. Note that by upscaling the conductivity model we reduced the fine-mesh problem size by 97%.

The next example demonstrates the effect of considering multiple frequencies in the construction of the upscaled conductivity for the same survey configuration.

3.1. Multi-frequency upscaling in 1D

For this example, we want to construct a coarse-mesh conductivity model to simulate magnetic field (H-field) measurements at five frequencies logarithmically equispaced in the range from 10 to 30,000 Hz. In this section, we use the same airborne-style survey configuration; for the fine and coarse meshes, we use the same setup as described in the previous section.

Once again, we applied the proposed upscaling procedure by optimizing a discrete version of (8) for each of the eight coarse layers separately, and each individual frequency. The resulting coarse-mesh conductivity models are shown in
Fig. 3. (a) Coarse-mesh electrical conductivity models obtained by using the proposed upscaling method for different frequencies. The setup considers 320 fine layers and 8 coarse layers. (b) Magnitude of magnetic field for each frequency, in % of primary field (%$^*$), resulting from forward modeling using the fine-mesh electrical conductivity model (black solid line), the different coarse-mesh conductivity models displayed in (a) (blue dash line), and the coarse-mesh models produced by using arithmetic (red plus dot line), geometric (gray circle dot line), and harmonic averages (green square dot line). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Table 2

<table>
<thead>
<tr>
<th>Frequency (Hz)</th>
<th>Relative errors for coarse-mesh conductivity models</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Arithmetic (%)</td>
</tr>
<tr>
<td>10</td>
<td>9.93</td>
</tr>
<tr>
<td>74</td>
<td>12.76</td>
</tr>
<tr>
<td>547</td>
<td>15.55</td>
</tr>
<tr>
<td>4,053</td>
<td>15.80</td>
</tr>
<tr>
<td>30,000</td>
<td>9.59</td>
</tr>
</tbody>
</table>

Fig. 3(a). Observe that for each frequency we obtained a different coarse-mesh conductivity model. This follows from the fact that the upscaled conductivity model is tailored to match the magnetic field determined by the survey parameters. These parameters influence the sensitivity of the magnetic field to the conductivity structure. Hence, varying any of these parameters alters how the conductivity structure is sampled. As a result, the upscaled conductivity model may take on different values depending on the experimental setting, demonstrating that the proposed upscaling approach provides a user-defined, application-specific framework. These results also imply that the homogenized conductivity changes as a function of frequency, demonstrating that frequency dependence on the coarse-scale may arise as a result of local, fine-scale heterogeneity.

To conclude this example, we construct coarse-mesh conductivity models using arithmetic, geometric and harmonic averaging of the fine-mesh conductivity inside each coarse layer. For each of these coarse conductivity models, H-field data were then simulated on the coarse mesh using the given airborne survey configuration using the EM1DFM code (cf. [31]). We compare the resulting H-field data with those computed using the fine-mesh conductivity model for each frequency in Fig. 3(b). The H-field data shown are given in percentage of the magnitude of the primary field. Table 2 shows the relative errors obtained for each case. The relative error is computed as the ratio of the norm of the difference in magnitude of the fine and coarse-mesh data to the norm of the fine-mesh data in magnitude. Observe that, once again, the proposed upscaling approach for constructing the coarse model produced better approximations to the desired H-field data than using the coarse models constructed by average-based upscaling procedures.
Fig. 4. Local upscaling procedure for 3D settings. Left: fine-mesh electrical conductivity model and example of nested meshes setup. Right: extended domain ($\Omega_{\text{ex}}^k$) for a given coarse-mesh cell ($\Omega_H^k$) and resulting anisotropic upscaled electrical conductivity ($\Sigma_H^k$).

Although 1D problems present minimal computational bottlenecks, if well log data are to be used to construct an earth-scale 3D conductivity model, or incorporated into an inversion, then using the proposed upscaling method, as shown in this section, provides a practical technique to reconcile these scales.

This case study illustrates the general principle behind the upscaling framework by showing its performance in a couple of examples using 1D well log data. However, applying the current upscaling formulation (8) to a general 3D setting is not practical. It requires simulating the data to be matched (7) on the fine mesh, which can be computationally demanding. In the next section, we address the challenge of creating a practical upscaling approach for a 3D setting.

4. Numerical upscaling framework in 3D

Applying the upscaling method used in the previous section for the 1D example is impractical to extend to the 3D case, as it requires a full simulation over the fine scale model, which is extremely expensive. Therefore, in this section we propose a strategy for adapting the upscaling framework discussed in Section 2 for practical application to 3D settings. To create a pragmatic method, we extended the methodology proposed by [17,18] for the field of simulating flow in heterogeneous porous media to EM modeling. That is, we apply the upscaling procedure locally. In our case, this means that for each coarse-mesh cell, we locally solve a parameter estimation problem to construct an upscaled conductivity. Doing so by cell, potentially in parallel, yields the desired coarse-mesh conductivity model. This approach enables us to solve several smaller problems rather than a single large one, making this procedure suitable for tackling large scale EM problems.

We now discuss, in detail, how to locally apply the upscaling framework. We assume that a given fine-scale conductivity model is discretized at the cell-centers of a 3D fine mesh, $\Sigma^h$. The fine mesh sufficiently captures the significant conductivity variations in the model. We denote the discrete fine-mesh conductivity model as $\Sigma^h$. We aim to construct a coarse-mesh conductivity model, $\Sigma_H$, that is also discretized at the cell-centers of a user-chosen 3D coarse mesh, $\Sigma^H$. Typically, $\Sigma^H$ is much coarser than $\Sigma^h$. Throughout this section, the superscripts $h$ and $H$ denote dependency on the fine and coarse meshes, respectively. The fine and coarse meshes are a union of $n$ fine cells and $N$ coarse cells, respectively. That is, $\Sigma^h = \bigcup_{i=1}^n \Omega_i^h$ and $\Sigma^H = \bigcup_{k=1}^N \Omega_k^H$, where $N \ll n$. For simplicity, we also assume that the meshes are nested, that is $\Omega_k^H \subseteq \Omega_i^h$; however, the argument presented here can be extended to include more general mesh setups. A sketch of the setup described is shown on the left-hand side of Fig. 4.

Since the goal is to apply the upscaling procedure on each coarse-mesh cell independently (locally), we need to identify: (a) the upscaling region, (b) the type of upscaling quantity to be constructed, and (c) the data to be matched in a local version of the parameter estimation problem (8). We discuss each of these for a single coarse cell below.

Consider a single coarse-mesh cell, $\Omega_k^H$. The upscaling region corresponds to $\Omega_k^H$, which is composed of the fine cells and the fine conductivity structure it encloses. To construct an upscaled conductivity in $\Omega_k^H$ that takes into account the surrounding conductivity structure (i.e., to preserve the ‘in situ’ behavior of the fine-scale conductivity), we embedded $\Omega_k^H$ in an extended domain, $\Omega_{k}^{\text{ex}}$. This extended domain $\Omega_{k}^{\text{ex}}$ includes $\Omega_k^H$ and a neighborhood of fine cells (and their corresponding conductivity values) around $\Omega_k^H$, see Fig. 4. The size of the extended domain is user-chosen. We explore the effect of different extensions in the next section.

To better represent most of the existing heterogeneity inside the cell $\Omega_k^H$, we assume the upscaled conductivity to be constructed for this cell, $\Sigma_k^H$, is fully anisotropic. That is, $\Sigma_k^H$ is a SPD matrix, which can be parametrized as

$$
\Sigma_k^H(\sigma_1^k, \sigma_2^k, \sigma_3^k, \sigma_4^k, \sigma_5^k, \sigma_6^k) = \begin{bmatrix} \sigma_1^k & \sigma_4^k & \sigma_5^k \\ \sigma_4^k & \sigma_2^k & \sigma_6^k \\ \sigma_5^k & \sigma_6^k & \sigma_3^k \end{bmatrix} ; \quad \{\sigma_j^k\}_{j=1}^{6} \in \mathbb{R}.
$$

(9)
According to Definition 1 (Section 2), in order to construct $\Sigma_k^H$ by solving a parameter estimation problem, we require some fine and coarse-scale data to be matched in (8). To generate such data, the Maxwell system should be excited by either a source or some boundary conditions, see (7). Since we apply the upscaling procedure locally, we assume that sources do not reside inside $\Omega_k^{ex}$. Therefore, rather than choosing some local source(s) to induce EM responses, we assume that the system is excited by some non-homogeneous boundary conditions. Such boundary conditions should reflect the behavior of the EM responses of interest across the boundary of $\Omega_k^H$, denoted as $\partial \Omega_k^H$. In principle, the correct boundary conditions can be obtained numerically by solving the fine-mesh problem; however, they are impractical to compute. One remedy for this problem, suggested in [18,32], is to use a set of linearly independent boundary conditions. Note that using linear boundary conditions in the context of the EM problem can be appropriate to model the action of distant source through $\partial \Omega_k^H$ as such action can be perceived as a 'plane wave'.

We generate fine and coarse-scale data by locally exciting the Maxwell system using a set of linearly independent boundary conditions, one per edge of $\Omega_k^{ex}$. This yields the following set of twelve local problems

$$\nabla \times \vec{E}_k^l + io\omega \vec{B}_k^l = \vec{0}, \quad \forall \vec{x} \in \Omega_k^{ex};$$

$$\nabla \times (\mu^{-1}_k \vec{B}_k^l) - \Sigma_k^l(\vec{x}) \vec{E}_k^l = \vec{0}, \quad \forall \vec{x} \in \Omega_k^{ex};$$

$$\vec{E}_k^l \times \vec{n} = \vec{\Phi}_l \times \vec{n}, \quad \forall \vec{x} \in \partial \Omega_k^{ex}, \quad l = 1, \ldots, 12,$$

where $\partial \Omega_k^{ex}$ denotes the boundary of $\Omega_k^{ex}$, and each $\vec{\Phi}_l$ is a vector function that takes the value 1 along the tangential direction to the lth edge and decays linearly to 0 in the normal directions to the lth edge. See Fig. 5. This set of boundary conditions form the natural basis functions for edge degrees of freedom (cf. [32,33]), therefore they can be used to model general linearly varying EM responses. Similar choices were proposed in [18,34] for the problem of simulating fluid flow in porous media, where the PDE model is the Poisson equation. Different studies for flow in porous media have shown that different choices of boundary conditions lead to different upscaled quantities (cf. [17,18]).

To compute the fine-scale data for the kth local problem, we use the fine-mesh conductivity contained in $\Omega_k^{ex}$, denoted as $\Sigma_k^{ex}$. To compute the coarse-scale data for the kth local problem, we assign $\Sigma_k^H$ as the conductivity value of every fine-mesh cell inside $\Omega_k^{ex}$.

Using the fine-mesh conductivity inside $\Omega_k^{ex}$ (Fig. 4), we can now forward model each of the twelve problems (10)–(12) to obtain a set of EM responses. To do so, we discretize each of these problems using traditional edge-based discretization methods, such as FE (cf. [28]) or Mimetic Finite Volume (MFV) (cf. [29,35–37]). Edge-based discretization methods use staggered meshes that discretize $\vec{E}$ on the edges, $\vec{B}$ on the faces, and the PDE coefficients ($\Sigma$ and $\mu$) at the cell-centers of a given cell. In Section 5, we show results where the discretization was done using the MFV method; however, an edge-based FE discretization method can be used as well. After the discretization, we obtain a set of twelve discrete electric fields, $\vec{E}_k = \{\vec{e}_{1k}, \ldots, \vec{e}_{12k}\}$, and a set of twelve discrete magnetic fluxes, $\vec{B}_k = \{\vec{b}_{ik}, \ldots, \vec{b}_{i12k}\}$.

Next, we need to choose which fine and coarse data are to be matched and how the local version of the upscaling criterion (8) will be formulated. We note that the heterogeneous fine-scale conductivity structure inside $\Omega_k^{ex}$ generates non-smooth and potentially discontinuous responses on $\partial \Omega_k^H$. Since the role of the upscaled conductivity is to emulate the
effect of the fine-scale conductivity inside \( \Omega_k^H \) on the EM responses at \( \partial \Omega_k^H \), it makes sense to consider the data to be either the integral of the electric field over the twelve edges of \( \partial \Omega_k^H \), or the integral of the magnetic flux over the six faces of \( \partial \Omega_k^H \). We refer to these data as the total electric fields or total magnetic fluxes, respectively. To be more specific, we define the total electric field data as

\[
d_{lm} = \int_{\Gamma_m} \hat{e}_l^H \cdot \hat{r} \, d\ell; \quad l = 1, \ldots, 12, \ m = 1, \ldots, 12,
\]

and the total magnetic flux data as

\[
d_{lj} = \int_{F_j} \hat{B}_k^H \cdot \hat{n} \, dS; \quad l = 1, \ldots, 12, \ j = 1, \ldots, 6,
\]

where \( \Gamma_m \) represents the \( m \)-th edge of \( \partial \Omega_k^H \), \( \hat{r} \) denotes the unit tangent vector to \( \Gamma_m \), \( F_j \) represents the \( j \)-th face of \( \partial \Omega_k^H \), and \( \hat{n} \) represents the unit normal vector to \( F_j \). The data can be computed by numerically integrating (13) using the set of discrete fields \( \mathbf{E}_k \) or fluxes \( \mathbf{B}_k \), respectively. Remember that \( \mathbf{E}_k \) and \( \mathbf{B}_k \) are discretized on the fine-mesh edges and fine-mesh faces inside \( \Omega_k^{ex} \), respectively. As before, the choice of the data depends on the context of a given simulation, which we will demonstrate for a 3D example in the next section. The choice of the data to be matched during the local upscaling procedure significantly influences the construction of the upscaled conductivity; we have shown this in [38].

Finally, we formulate the local version of the discrete parameter estimation problem (8) to be solved in order to construct \( \Sigma_k^H \) as follows

\[
\Sigma_k^H = \arg \min_{\Sigma_k^H \in \mathbb{R}^{3 \times 3}} \frac{1}{2} \sum_{l=1}^{12} \left\| d_l(\hat{\Sigma}_k^H) - d_l(\Sigma_k^h) \right\|^2_2 \\
\text{subject to } \hat{\Sigma}_k^H \text{ is SPD.}
\]

Here, \( d_l(\Sigma_k^h) \) denotes the vector whose entries are the \( l \)-th total electric field data or total magnetic flux data (13) computed for the fine-mesh conductivity in \( \Omega_k^{ex} \) (i.e., \( \Sigma_k^h \)); \( d_l(\hat{\Sigma}_k^H) \) denotes the vector whose entries are the \( l \)-th total electric field data or total magnetic flux data (13) computed for the upscaled conductivity \( \hat{\Sigma}_k^H \) extended to \( \Omega_k^{ex} \). To solve the discrete optimization problem (14), we first compute the gradients and sensitivities as discussed in [29], and then use the Projected Gauss–Newton method (cf. [39–41]).

In summary, given a discrete fine-mesh conductivity model \( \Sigma_k^h \), we can compute an upscaled conductivity \( \left( \Sigma_k^H \right) \) in a coarse cell \( \left( \Omega_k^H \right) \) by the following steps:

1. Choose the size of the extended local domain \( \left( \Omega_k^{ex} \right) \) where the coarse cell \( \left( \Omega_k^H \right) \) is embedded. See Fig. 4.
2. Forward model the twelve problems (11)–(12) defined on \( \Omega_k^{ex} \) to obtain the sets of discrete electric fields \( \left( \mathbf{E}_k \right) \) and magnetic fluxes \( \left( \mathbf{B}_k \right) \). To do so, we use a traditional edge-based discretization method, such as FE or MFV. The discretization is done using the fine mesh inside \( \Omega_k^{ex} \) and its corresponding fine-mesh conductivity information \( \Sigma_k^h \).
3. Choose the data set to be matched, that is, total electric field data or total magnetic flux data as defined in (13), according to the context of the given simulation. Compute the data \( \left( \mathbf{d}_l(\Sigma_k^h) \right) \) using the discrete fields and fluxes obtained in the previous step.
4. Optimize the constrained parameter estimation problem (14) to obtain the desired anisotropic upscaled conductivity \( \Sigma_k^H \). Note that solving such an optimization problem involves performing steps 2 and 3 (for the upscaled conductivity model \( \hat{\Sigma}_k^H \)) to compute \( \left( \mathbf{d}_l(\hat{\Sigma}_k^H) \right) \) at each iteration.

Observe that all the calculations are done on \( \Omega_k^{ex} \), where each optimization problem is small and can be solved quickly. Furthermore, since the problem defined for each coarse cell is independent, the upscaling procedure can be done in parallel. Once all the upscaled conductivities are computed, we assemble the coarse-mesh conductivity model. Using this coarse conductivity model, the original problem can then be discretized and solved on the coarse mesh. In particular, we have obtained a system of equations that is substantially smaller than the original one.

5. Numerical upscaling results in 3D

In this section, we demonstrate the performance of the proposed numerical upscaling framework, introduced in Section 4, for a 3D example. Our goal is to construct anisotropic, coarse-mesh electrical conductivity models which can be used to simulate magnetic data for a large-loop EM survey over a synthetic model of a mineral deposit. The results are compared to the ones obtained on a fine mesh. We also compare our results with some other simple averaging approaches.

For this example, we constructed a synthetic conductivity model based on an inversion model obtained by [42] using field measurements over the Canadian Lalor mine. The Lalor mine targets a large zinc–gold–copper deposit that has been the subject of several EM surveys (see [42] and references within). In particular, this conductivity model contains three
highly conductive units which represent the deposit. The model has non-flat topography that requires an adaptive mesh to be faithfully represented, see Fig. 6(a). The domain of the model extends from 0 to 6.5 km along the X, Y and Z directions, respectively. The model contains air and the subsurface. We assumed a constant conductivity value of $10^{-8}$ S/m in the air. The subsurface is composed of 35 geologic units, including the three conductive units comprising the deposit (Fig. 6(a)). The subsurface conductivity values range from $1.96 \times 10^{-5}$ S/m to 0.28 S/m. We discretized the conductivity model at the cell centers of a fine OcTree mesh. The OcTree mesh used has cell sizes of $(50 \text{ m})^3$ within the area where the EM survey will be conducted and at the interfaces of the features in the model where the conductivity varies. The rest of the domain was padded out with coarser OcTree cells. The fine OcTree mesh is shown in Fig. 6(a); it has 546,295 cells. More details about OcTree meshes can be found in [11,12].

We considered a large-loop EM survey for this example. A rectangular transmitter loop, with dimensions 2 km $\times$ 3 km, was used. The transmitter is placed on the Earth’s surface above the largest deposit, as shown in Fig. 6(a), and operates at the frequencies of 1 and 20 Hz. Inside the transmitter loop, we placed a uniform grid of receivers that measure the three components of the magnetic flux. The measurement locations are separated by 50 m along the X and Y directions, respectively. We refer to the rectangular area where the source and receivers are located as the survey area. In this example, we are interested in accurately simulating magnetic flux data within this area. To get an estimate for the proper cell size, we considered the largest background conductivity value ($4.5 \times 10^{-3}$ S/m) and calculated skin depths of 7461 m and 1668 m for the frequencies of 1 Hz and 20 Hz, respectively. Thus, using cells of size 50, 100, and 200 m should be sufficient to capture the decaying nature of the magnetic flux on the finer OcTree mesh. Observe from Fig. 6(a) that the survey area was embedded into a much larger computational domain to reduce the effect of the imposed boundary conditions (2), which replace the true decay of the fields towards infinity.

In order to construct an anisotropic coarse conductivity model using the upscaling methodology introduced in Section 4, we need to choose the following parameters: (a) a suitable coarse mesh, (b) the size of the extended local domains, and (c) the data to be matched in the upscaling criterion.

As a coarse mesh, we considered an OcTree mesh that is nested within the fine mesh. Since we are interested in accurately simulating magnetic flux data in the survey area, the OcTree mesh was designed to maintain the fine mesh resolution $(50 \text{ m})^3$ inside the area of interest, whereas the rest of the domain was filled with increasingly coarser cells. In total it contains only 60,656 cells, that is, roughly 10% of the number of cells in the fine OcTree mesh. Fig. 6(b) shows the coarse OcTree mesh. Observe from Fig. 6(b) that the coarse OcTree mesh was not refined outside the survey area where a large conductivity contrast is present in the model. For example, at the interface between the highly conductive gold units and the more resistive background, and at the air–Earth interface which is not flat. These interfaces are not represented in the coarse OcTree mesh. We challenge the upscaling procedure with the large conductivity difference across the interfaces.

Next, we need to choose the size of the extended domain to solve the local problems, that is, the number of fine-mesh padding cells by which we extend every coarse cell to be upsampled as shown in Fig. 4. To investigate the effect of this size on the resulting upscaled conductivity, we performed the extension using two sizes: 4 and 8 padding cells.

Since the receivers at the survey area measure magnetic flux data, we considered the total magnetic flux (13b) through each of the faces of the coarse cell as the data to be matched by the upscaling criterion. By doing so, we have connected the upscaling criterion to the large-loop EM survey.

We applied the upscaling framework introduced in Section 4 by solving the constrained parameter estimation problem for each of the coarse cells separately, each individual size of the extended domain, and each individual frequency. This yields two anisotropic, coarse-mesh conductivity models.
The coarse conductivity models constructed using the upscaling framework were used to simulate magnetic data for the large-loop EM survey. To do so, we used the MFV discretization method on the described coarse OcTree mesh [11,12]. This discretization yields linear systems of equations with 169,892 edge degrees of freedom (DOF). The systems were solved using the direct solver MUMPS [43]. The magnitude of the magnetic flux, denoted as $|\vec{B}|$, obtained for the frequencies of 1 and 20 Hz is shown in the right-hand panel of Fig. 7.

To assess the accuracy of the upscaling framework, our simulation results were compared to the simulation results obtained by solving the conductivity model on the finer OcTree mesh (Fig. 6(a)). Once again, we used MFV for the discretization procedure, which yields systems with roughly 1.5 millions DOF, and solved the systems using MUMPS. The magnitude of the resulting magnetic flux, $|\vec{B}|$, for the frequencies of 1 and 20 Hz is shown in the left-hand column of Fig. 7.

Note that the linear system for the fine-mesh problem has roughly 10 times more DOF than the coarse-mesh system. Using a direct method to solve the fine-mesh system, which scales as a cubic power of the variables, translates to a computation time that is roughly 30 times longer than that of the coarse-mesh system (cf. [44]).

To evaluate the quality of the magnetic data produced by the coarse conductivity models constructed with the proposed upscaling framework, we also carried out simulations using additional coarse-mesh conductivity models that were constructed using average-based upscaling approaches. The comparison among the various magnetic data was done as follows. We first constructed each additional coarse model by using arithmetic, geometric and harmonic averaging of the
Table 3
Relative error for the secondary magnetic flux data in magnitude, \( \delta \vec{B} \), resulting from forward modeling using five coarse-mesh conductivity models and two frequencies.

<table>
<thead>
<tr>
<th>Coarse-mesh conductivity model</th>
<th>( \delta \vec{B} ) at 1 Hz (%)</th>
<th>( \delta \vec{B} ) at 20 Hz (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arithmetic</td>
<td>9.028</td>
<td>1.534</td>
</tr>
<tr>
<td>Geometric</td>
<td>8.990</td>
<td>0.594</td>
</tr>
<tr>
<td>Harmonic</td>
<td>8.987</td>
<td>0.403</td>
</tr>
<tr>
<td>Upscaling (4 padding cells)</td>
<td>8.989</td>
<td>0.532</td>
</tr>
<tr>
<td>Upscaling (8 padding cells)</td>
<td>8.991</td>
<td>0.383</td>
</tr>
</tbody>
</table>

fine-mesh conductivity inside each coarse cell of the coarse OcTree mesh shown in Fig. 6(b). We then simulated magnetic data for the large-loop EM survey setting for each additional coarse model and individual frequency.

To compute the error between the different upscaling techniques, we use secondary fields. The secondary field was computed as

\[
\Delta \vec{B} = \vec{B}(\Sigma) - \vec{B}(\sigma_b),
\]

where the background surface conductivity, \( \sigma_b \), is 0.01 S/m, and \( \Sigma \) denotes an electrical conductivity model.

The relative error is given by

\[
\delta_{\Delta \vec{B}} = \frac{\| \Delta \vec{B}_h \| - \| \Delta \vec{B}_H \| }{\| \Delta \vec{B}_H \| } \times 100,
\]

where the superscripts \( h \) and \( H \) denote dependence of the fine and coarse OcTree mesh used to compute \( \Delta \vec{B} \), respectively (see Table 3).

Examining the results, we see that while upscaling has an effect when using 20 Hz data the effect is smaller when considering the 1 Hz data. This should not come as a surprise: the fields at 1 Hz are mainly in the real component, and are less sensitive to fine-scale variations in conductivity than at 20 Hz. Indeed, for the magnetostatic case, the magnetic fields are conductivity independent. As a result, the error that we observe in this frequency is mostly due to discretization error. However, when considering 20 Hz, the effect of using an appropriate averaging scheme is more evident and in fact, our averaging scheme does better than other averaging schemes. Nonetheless, for this case, it is surprising to see how well simple harmonic averaging did. We suspect that, unlike the 1D case where harmonic averaging performs poorly, the 3D conductivity model requires averaging over a much smaller, local area which leads to a much smaller difference in the data.

6. Conclusions

In this paper, we develop a numerical upscaling framework to construct coarse-mesh electrical conductivity models based on prescribed fine-mesh ones for a broad range of quasi-static EM geophysical problems in frequency domain. In practice, simulating these types of problems is computationally expensive; they often consider highly heterogeneous geologic media that require a very large and fine mesh to be discretized accurately. In the proposed framework, we pose upscaling as a parameter estimation problem. Thus, a coarse-mesh conductivity model is obtained by solving an optimization problem for each coarse-mesh cell (possibly in parallel). The optimization criterion (i.e., upscaling criterion) can be customized to construct isotropic or fully anisotropic real or even complex upscaled quantities to approximate any of the EM responses (fields and/or fluxes) depending on the geophysical experiment of interest. In particular, different experiments use different upscaling criteria that result in different upscaled quantities. As a consequence, the framework is able to upscale arbitrary electrical conductivity structures in an effective and accurate manner. Our 1D and 3D experiments show that the coarse-mesh models constructed with the proposed upscaling framework yield accurate approximations to the EM responses that are comparable to those obtained by using a fine mesh in the forward modeling process, and that the size of the problem can be reduced significantly. For the examples presented, the size of the coarse-mesh system solved was roughly 10% of the fine-mesh system size, while the relative errors (in the secondary fields) were less than 5%. That is, the coarse conductivity models are able to emulate the behavior of the heterogeneity present in the prescribed fine-mesh conductivity model.

The upscaling framework has some disadvantages. First, it constructs an upscaled conductivity that depends significantly on the set of boundary conditions imposed to compute the synthetic data used in the upscaling criterion. We use the set of standard bilinear decaying functions on a coarse cell as the set of boundary conditions based on the arguments described in Section 4. We recognize that such a set of boundary conditions may not be the most appropriate for constructing accurate coarse models for all cases. However, for the experiments presented, these boundary conditions give reasonable estimates. Second, our method is more expensive than simple average-based upscaling methods, as we solve a local optimization problem in each coarse cell. However, since each local problem is formulated independently of the rest (even if we extend the local domain), we can reduce the cost by using a parallel implementation of the method.

The upscaling framework demonstrates that the construction of upscaled quantities should be specific to, and highly dependent on, the purpose of the simulation. The choices of the EM responses of interest, boundary conditions, and type of
the upscaled quantity employed (i.e., isotropic or anisotropic) all influence the nature of the resulting upscaled conductivity model. As a result, for a given fine-scale conductivity structure, there is no unique upscaled model which completely describes it. The inherent non-uniqueness of the proposed upscaling process is a feature that can provide insights into the behavior of the EM responses due to the presence of heterogeneous geologic materials.
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